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# Necessary and sufficient conditions for the existence of an image with a given code ${ }^{1}$ 

\author{


#### Abstract

The article introduces an image encoding function which is invariant with respect to affine transform. The properties of the encoding funciton are investigated. Necessary and sufficient conditions are found for a given set of numbers to be a code of nonsingulari image.


}
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## Introduction

Recognition tasks often require some image encoding. One of the most commonly used image codes is just the coordinates of its points. This encoding is not invariant under geometric transformations, such as translation, rotation, stretching. Despite that the images obtained by such transformations are considered to be equivalent. In addition, that encoding implies fixing some external (to an image) coordinate system.

An affinity invariant image coding was introduced in the papers [4]-[5]. It was shown that the the codes equality of two images is a necessary and sufficient for them to be affine equivalent. This work introduces a modified coding function and researches the properties of that coding function. As a result the necessary and sufficient conditions are derived for an existence of image producing the given code.

The necessary and sufficient conditions for the existence of a threedimensional image with two given planar projections were derived in [2].

In [5] an affine invariant coding function $\rho$ was introduced: $\rho_{i j k, l m p}=$ $\frac{S\left(\triangle a_{i} a_{j} a_{k}\right)}{S\left(\triangle a_{l} a_{m} a_{p}\right)}$ where $S(a b c)$ stands for the area of the triangle $a b c$. Thus, a set of $n$ points is encoded by $\left(C_{n}^{3}\right)^{2}$ real numbers. Obviously, this code is redundant. This work examines the degree of its redundancy. In case of modified encoding the explicit conditions were derived that an arbitrary list of real numbers is the code of some image. For the original encoding function, the respective (implicit) conditions are also given.

In this paper we consider a modified coding function $r_{i j k, l m p}=$ $\frac{S^{\prime}\left(\Delta a_{i} a_{j} a_{k}\right)}{S^{\prime}\left(\triangle a_{l} a_{m} a_{p}\right)}$, where $S^{\prime}$ stands for the oriented area, i.e. area with a $\pm$ sign depending on the triangle orientation.

[^0]The rest of the paper is organized in the following way: The basic concepts and notation are introduced in section 1. The properties of the image code matrix are researched in section 2 . The main result is formulated and proven in section 3. Section 4 is a conclusion.

## 1. Concepts and notation

Let $S^{\prime}$ be the oriented triangle area, i.e. $S^{\prime}(\triangle a b c)=S(\triangle a b c)$ for the positive triangle orientation and $S^{\prime}(\triangle a b c)=-S(\triangle a b c)$ for the negative one. The triangle orientation is considered to be positive when the triangle vertices are traversed in counterclockwise order and negative otherwise.

Consider the points $a_{1}, \ldots, a_{n}$ on a plane, let call the set $A=\left\{a_{1}, \ldots, a_{n}\right\}$ an image. An image is called emphdegenerate if all points lie on one straight line and non-degenerate otherwise. Fix some (Euclidean) coordinate system, the coordinates of the point $a_{i}$ will be denoted as $X\left(a_{i}\right)$ and $Y\left(a_{i}\right)$. In the following, for convenience, individual indices will be denoted by lowercase Latin letters.

Let call multi-index, a vector comprising three indices. The multi-indices will be denoted later in the text by lowercase Greek letters $\alpha, \beta, \gamma, \ldots$. The multi-index components will be denoted by $\alpha=[\alpha(1), \alpha(2), \alpha(3)]$. The triangle ${ }^{1}$ with the respective vertex indices will be denoted as $\triangle_{\alpha}=$ $\triangle a_{\alpha(1)} a_{\text {alpha }(2)} a_{\alpha(3)}$.

Let call multi-indices $\alpha$ and $\alpha^{\prime}$ equivalent if and only if the permutation $\left(\begin{array}{ccc}\alpha(1) & \alpha(2) & \alpha(3) \\ \alpha^{\prime}(1) & \alpha^{\prime}(2) & \alpha^{\prime}(3)\end{array}\right) \in S_{3}$ is even and denote it $\alpha \simeq \alpha^{\prime}$. Let call the multi-index conjugate to $\alpha$ and denote it $\bar{\alpha}$ if the permutation $\left(\begin{array}{lll}\alpha(1) & \alpha(2) & \alpha(3) \\ \bar{\alpha}(1) & \bar{\alpha}(2) & \bar{\alpha}(3)\end{array}\right) \in S_{3}$ is odd. Obviously the triangles with equivalent multi-indices have the same oriented area, and the triangles with conjugate multi-indices have areas with the same absolute values and different signs. Later we do not distinguish between equivalent multi-indices i.e. regard them as the same multi-index. The same will be applies to the respective triangles.

In total, there are $C_{n}^{3}$ different unoriented triangles with vertices from $A=\left\{a_{1}, \ldots, a_{n}\right\}$, and respectively $N=2 \cdot C_{n}^{3}$ oriented ones.

Let enumerate all multi-indices (and the respective triangles): $\alpha_{1}, \ldots, \alpha_{N}$. Let $\mathcal{A}=\left\{\alpha_{1}, \ldots, \alpha_{N}\right\}$ be the set of all multi-indices, and $E: \alpha_{i} \mapsto i$ be the respective enumeration function.

Consider the following set of fractions: $r_{i j k, l m p}=\frac{S^{\prime}\left(\triangle a_{i} a_{j} a_{k}\right)}{S^{\prime}\left(\triangle a_{l} a_{m} a_{p}\right)}$. If triangle $\triangle a_{l} a_{m} a_{p}$ is degenerate, i.e. $S^{\prime}\left(\triangle a_{l} a_{m} a_{p}\right)=0$, then use formal notation

[^1]$r_{i j k, l m p}=\infty$. Let call the set the code for image $\left\{a_{1}, \ldots, a_{n}\right\}$. Similar encoding procedure was proposed in [1].

Definition 1. Consider $N \times N$ matrix $R=\left(r_{i j}\right)$ with the elements $r_{i j}=$ $r_{\alpha_{i}, \alpha_{j}}=\frac{S^{\prime}\left(\Delta_{\alpha_{i}}\right)}{S^{\prime}\left(\Delta_{\alpha_{j}}\right.}$. Thus, the elements of the image code are arranged in a square table, in which the rows and columns are enumerated by multi-indices (triangles). Let's call $R$ the image code matrix.

Note 1. Leater the notation $r_{\text {alpha beta }}=R_{E(\alpha) E(\beta)}$ will be, i.e. rows and columns of the code matrix can also be indexed with multi-indices.

Example 1. Consider a trapezoid $a_{1} a_{2} a_{3} a_{4}$, with bases $a_{1} a_{2}$ and $a_{4} a_{3}$ such that $\left|a_{1} a_{2}\right|:\left|a_{4} a_{3}\right|=1: 2$ (see fig. 1 ). Let enumerate multi-indices as in


Fig. 1. Example 1.
table 1. Notice that the last four multi-indices are conjugate to the first four, so it is sufficient to construct only the part of the image code matrix corresponding to the first 4 rows and columns. The submatrix is the following: $R_{4}=\left(\begin{array}{cccc}1 & 1 & 1 / 2 & 1 / 2 \\ 1 & 1 & 1 / 2 & 1 / 2 \\ 2 & 2 & 1 & 1 \\ 2 & 2 & 1 & 1\end{array}\right)$. The complete code matrix has the following form: $R=\left(\begin{array}{cc}R_{4} & -R_{4} \\ -R_{4} & R_{4}\end{array}\right)$.

## 2. The properties of a code matrix

1) $r_{\alpha \alpha}=1$ или $\infty$, for all $\alpha \in \mathcal{A}$ (reflexivity).
2) For all $\alpha, \beta \in \mathcal{A}$ such that $r_{\alpha \beta} \notin\{0, \infty\}$ holds $r_{\beta \alpha}=r_{\alpha \beta}^{(-1)}$ (antisymmetry ${ }^{2}$ ).
3) For all $\alpha, \beta, \gamma \in \mathcal{A}$ such that $r_{\alpha \beta}, r_{\beta \gamma} \notin\{0, \infty\}$ holds $r_{\alpha \gamma}=r_{\alpha \beta} \cdot r_{\beta \gamma}$ (transitivity).
[^2]| $i$ | $\alpha_{i}$ |
| :---: | :---: |
| 1 | $1,2,3$ |
| 2 | $1,2,4$ |
| 3 | $1,3,4$ |
| 4 | $2,3,4$ |
| 5 | $1,3,2$ |
| 6 | $1,4,2$ |
| 7 | $1,4,3$ |
| 8 | $2,4,3$ |

Table 1. Multi-index table
4) Let $\pi, \sigma \in S_{3}$ and $\alpha, \beta \in \mathcal{A}$. Let multi-indices $\alpha^{\prime}=\pi(\alpha)$ and $\beta^{\prime}=\sigma(\beta)$ are the results of permutations $\pi$ and $\sigma$ applied to multiindices $\alpha$ and $\beta$, respectively $\alpha^{\prime}=[\alpha(\pi(1)), \alpha(\pi(2)), \alpha(\pi(3))]$ и $\beta^{\prime}=$ $[\beta(\sigma(1)), \beta(\sigma(2)), \beta(\sigma(3))]$. Then either $r_{\alpha^{\prime} \beta^{\prime}}=(-1)^{\pi} \cdot(-1)^{\sigma} \cdot r_{\alpha \beta}$, or $r_{\alpha \beta}=\infty=r_{\alpha^{\prime} \beta^{\prime}}$ (consistency with index permutations).
5) Let $i_{1}, i_{2}, i_{3}, i_{4} \in\{1, \ldots, N\}, \alpha_{1}=\left[i_{2}, i_{3}, i_{4}\right], \alpha_{2}=\left[i_{3}, i_{4}, i_{1}\right], \alpha_{3}=$ $\left[i_{4}, i_{1}, i_{2}\right]$ и $\alpha_{4}=\left[i_{1}, i_{2}, i_{3}\right]$. Then for any $\beta \in \mathcal{A}$ the equality $r_{\alpha_{1} \beta}+$ $r_{\alpha_{3} \beta}=r_{\alpha_{2} \beta}+r_{\alpha_{4} \beta}$ holds $^{3}$ (additivity).

Properties 1-3 are obvious. Property 4 follows from the change in the oriented area sign at permutations of vertices. To prove property 5 we calculate the area of a quadrilateral $a_{i_{1}} a_{i_{2}} a_{i_{3}} a_{i_{4}}$ (see. fig. 2) by two ways:

$$
\begin{aligned}
S^{\prime}\left(a_{i_{1}} a_{i_{2}} a_{i_{3}} a_{i_{4}}\right)=S^{\prime}\left(\triangle a_{i_{2}} a_{i_{3}} a_{i_{4}}\right)+ & S^{\prime}\left(\triangle a_{i_{1}} a_{i_{1}} a_{i_{2}}\right)= \\
& =S^{\prime}\left(\triangle a_{i_{3}} a_{i_{4}} a_{i_{1}}\right)+S^{\prime}\left(\triangle a_{i_{1}} a_{i_{2}} a_{i_{3}}\right) .
\end{aligned}
$$

Divide the equality by $S^{\prime}\left(\triangle_{\beta}\right)$ and get the property 5 .
It is natural to ask: are these conditions sufficient for an arbitrary matrix to be the code of some image? A counterexample below will show that this is not true.

Let prove the following helper lemma:
Lemma 1. Consider non-degenerate triangle $\triangle_{\beta}$ and denote $\rho_{\alpha}=r_{\alpha \beta}$, $\alpha \in \mathcal{A}$. Fix an euclidean coordinates on a plane. Then there exist an affine transform $F$ such that images of $a_{i}, i=1, \ldots, n$ i.e. $c_{i}=F\left(a_{i}\right)$, have coordinates $X\left(c_{i}\right)=\rho_{i, \beta(3), \beta(1)}, Y\left(c_{i}\right)=\rho_{i, \beta(1), \beta(2)}$.

Proof. Assume without lost of generality that $\beta=[1,2,3]$. There exists one and only one affine transform $A$ such that $a_{1} \mapsto c_{1}(0,0), a_{2} \mapsto c_{2}(1,0)$

[^3]

Fig. 2. Area Additivity: $S_{234}^{\prime}+S_{124}^{\prime}=S_{123}^{\prime}+S_{134}^{\prime}$.
and $a_{3} \mapsto c_{3}(0,1)$. Let $\left(x_{i}, y_{i}\right)$ be the coordinates of $c_{i}=A\left(a_{i}\right), i=1,2,3$. Then $S^{\prime}\left(\triangle c_{1} c_{2} c_{3}\right)=\frac{1}{2}, S^{\prime}\left(\triangle c_{3} c_{1} c_{i}\right)=\frac{1}{2} x_{i}$ and $S^{\prime}\left(\triangle c_{1} c_{2} c_{i}\right)=\frac{1}{2} y_{i}$. Thus $\rho_{3,1, i}=\frac{S^{\prime}\left(\Delta c_{3} c_{1} c_{i}\right)}{S^{\prime}\left(\Delta c_{1} c_{2} c_{3}\right)}=x_{i}$ and $\rho_{3,1, i}=\frac{S^{\prime}\left(\triangle c_{3} c_{1} c_{i}\right)}{S^{\prime}\left(\Delta c_{1} c_{2} c_{3}\right)}=y_{i}$. Proof complete.
Corollary 1. Let $\triangle_{\beta}$ be a non-degenerate triangle and

$$
\rho_{i, \beta(1), \beta(2)}=\rho_{j, \beta(1), \beta(2)}=\rho_{k, \beta(1), \beta(2)}=\rho^{*},
$$

then the points $a_{i}, a_{j}$ and $a_{k}$ are collinear.
Proof. According to lemma 1 there exists an affine transform $A$ such that $A\left(a_{i}\right)=c_{i}, A\left(a_{j}\right)=c_{j}, A\left(a_{j}\right)=c_{j}$ so that $Y\left(c_{i}\right)=Y\left(c_{j}\right)=Y\left(c_{k}\right)=\rho^{*}$. Then $c_{i}, c_{j}$ and $c_{k}$ are collinear, therefore $a_{i}, a_{j}$ and $a_{k}$ are collinear too.

Corollary 2. Two non-degenerate images $A$ and $B$ are affine-equivalent if and only if their code matrices are equal for some points numeration.

Note 2. This corollary is analogous to Theorem 1 from [4] (for another coding function).

Proof. Oriented areas ratio is conserved under affine transformation so if $A$ is affine image of $B$ their code matrices are the same.

Let us prove the sufficiency. In a non-degenerate image there exists a nondegenerate triangle $\triangle_{\beta}(A)=\triangle a_{i} a_{j} a_{k}$. As the code matrices are equal then the respective triangle $\triangle_{\beta}(B)=\triangle b_{i} b_{j} b_{k}$ is non-degenerate too. Consider an image $C$ with points' coordinates $\left.X\left(c_{i}\right)=\rho_{i, \beta(3), \beta(1)}, Y\left(c_{i}\right)=\rho_{i, \beta(1), \beta(2)}\right)$. Then by lemma 1 one can construct the affine transforms $F_{1}: A \rightarrow C$ и $F_{2}: B \rightarrow C$. Therefore, $A$ and $B$ are affine equivalent. Proof complete.

Let us show by an example that properties $1-5$ are not sufficient for the existence of an image, with a given code matrix.

Example 2. Consider a regular pentagon with vertices $a_{1}, \ldots, a_{5}$. Let us denote the intersection points of the diagonals $b_{1}, \ldots, b_{5}$ (see Fig. 3). Place the points $m_{1}, m_{2}$ and $m_{3}$ inside the triangles $\triangle a_{1} a_{2} b_{4}, \triangle a_{4} a_{5} b_{2}$ and $\triangle a_{3} b_{1} b_{5}$, respectively.

Let place unit masses at these points. For a triangle $\triangle a_{i} a_{j} a_{k}$, consider the total mass of points, located inside it. We will call this mass taken with the $+/-$ sign depending on the direction of the bypass, pseudo-area of a triangle trianglea $a_{i} a_{j} a_{k}$ and denote $S^{*}\left(\triangle a_{i} a_{j} a_{k}\right)$. Obviously, for the pseudo-area, additivity property holds. Consider the matrix $R=\left(r_{\alpha \beta}\right)$, $r_{\alpha \beta}=S^{*}\left(\triangle_{\alpha}\right) / S^{*}\left(\triangle_{\beta}\right)$. Properties 1-3 are fulfilled for it by construction, property 4 follows from the definition of pseudo-area, and property 5 is due to its additivity.

Suppose that $R$ is code matrix for some image $a_{1}^{\prime}, \ldots, a_{5}^{\prime}$. Notice that

$$
r_{123,123}=r_{124,123}=r_{125,123}=1
$$

then by corollary 1 , the points $a_{3}^{\prime}, a_{4}^{\prime}$ and $a_{5}^{\prime}$ are collinear.
Then $\triangle a_{3}^{\prime} a_{4}^{\prime} a_{5}^{\prime}$ has zero area, thus $r_{345,123}=0$. But it contradicts to $r_{345,123}=1 \neq 0$.

Note 3. The concept of pseudo-area can be defined more strictly. To do this, place rice. 3 on the complex plane and interpret points as elements of $\mathbb{C}$. Consider a meromorphic function $f(z)=\frac{1}{z-m_{1}}+\frac{1}{z-m_{2}}+\frac{1}{z-m_{3}}$, then, one can define the pseudo-area of a triangle as the following contour integral

$$
S^{*}\left(\triangle a_{i} a_{j} a_{k}\right)=\frac{1}{2 \pi i} \oint_{\triangle a_{i} a_{j} a_{k}} f(z) \mathrm{dz}
$$

## 3. Основные результаты

So, conditions 1-5 are not sufficient for the existence of an image with the given code matrix. The theorem below answers the question - what additional conditions can ensure the existence of such an image.

Theorem 1. Let the matrix $R$ satisfy conditions 1-5. Let there exist $\alpha, \beta \in \mathcal{A}$ such that $r_{\alpha, \beta} \neq \infty$. Then $R$ to is the code matrix of some non-degenerate image, if and only if for any $i, j=1, \ldots, n$ the equality

$$
\begin{equation*}
\rho_{\beta(1), i, j}=\rho_{i, \beta(3), \beta(1)} \cdot \rho_{j, \beta(1), \beta(2)}-\rho_{j, \beta(3), \beta(1)} \cdot \rho_{i, \beta(1), \beta(2)}, \tag{1}
\end{equation*}
$$

is satisfied (here $\rho_{\alpha}$ stands for $r_{\alpha, \beta}$ ).


Fig. 3. Example 2.

Proof
Necessity. Let $\beta=[1,2,3]$ without loss of generality. Consider an affine transform $A$ from lemma 1 proof. It maps the points $a_{s}, s=1,2,3$ to $c_{1}(0,0)$, $c_{2}(1,0)$ and $c_{3}(0,1)$, respectively. Obviously $S^{\prime}\left(\triangle c_{1} c_{2} c_{3}\right)=\frac{1}{2}$. The transform maps the points $a_{i}$ and $a_{j}$ to $c_{i}$ and $c_{j}$, with the coordinates $X\left(c_{i}\right)=\rho_{i, 3,1}$, $Y\left(c_{i}\right)=\rho_{i, 1,2}$, and $X\left(c_{j}\right)=\rho_{j, 3,1}, Y\left(c_{j}\right)=\rho_{j, 1,2}$, respectively. Then oriented area of $\triangle c_{1} c_{i} c_{j}$ is computed by well-known formula:

$$
S\left(\triangle c_{1} c_{i} c_{j}\right)=\frac{1}{2} \operatorname{det}\left(\begin{array}{ll}
X\left(c_{i}\right) & Y\left(c_{i}\right) \\
X\left(c_{j}\right) & Y\left(c_{j}\right)
\end{array}\right)=\frac{1}{2}\left(\rho_{i, 3,1} \cdot \rho_{j, 1,2}-\rho_{j, 3,1} \cdot \rho_{i, 1,2}\right)
$$

Divide the equality by $S^{\prime}\left(\triangle c_{1} c_{2} c_{3}\right)=\frac{1}{2}$, we have an equality (1).
Sufficiency Let the matrix $R$ satisfies the equality(1). Construct the set of points $\left\{a_{i}: i=1, \ldots, N\right\}$ such that coordinates are $X\left(a_{i}\right)=\rho_{i, 3,1}, Y\left(a_{i}\right)=$ $\rho_{i, 1,2}$. Construct the code matrix for that image $R^{*}=\left(r_{\alpha \beta}^{*}\right)$. Later we will show that it equals to the given matrix $R$.

Denote $\rho_{\alpha}^{*}=r_{\alpha \beta}^{*}$. Let $\alpha=[i, j, k]$, consider an intersection $P=\{i, j, k\} \cap$ $\{1,2,3\}$. Actually $P$ is a common indices set for $\alpha$ and $\beta$.

Possible cases:


Fig. 4. Случай $|P|=2$.

- The case $|P|=3$. Then $\alpha=[j, i, k]$ is a permutation of $1,2,3$, i.e. it is eithe $\alpha=\beta$ or $\alpha=\bar{\beta}$. Then $S^{\prime}\left(\triangle_{\beta}\right)=\frac{1}{2}$ and $S^{\prime}\left(\triangle_{\bar{\beta}}\right)=-\frac{1}{2}$. Thus, $\rho_{\beta}^{*}=1=\rho_{\beta}$ and $\rho_{\bar{\beta}}^{*}=1=\rho_{\bar{\beta}}$.
- The case $|P|=2$ and $1 \in P$ (see fig. 4). In other words the triangles $\triangle_{\alpha}$ and $\triangle_{b}$ share two common vertices and one of them is the origin of coordinates. One of $i, j, k$ is not an element of $\{1,2,3\}$, let it be $i$ without the lost of generality. If the remaining indices are 1 and 2 , then ${ }^{4} \alpha=\gamma$ or $\alpha=\bar{\gamma}$, where $\gamma=[1,2, i]$. If $\alpha=\gamma$ then

$$
S^{\prime}\left(\triangle_{\gamma}\right)=S^{\prime}\left(\triangle a_{i} a_{1} a_{2}\right)=\frac{1}{2} Y\left(a_{i}\right)=\frac{1}{2} \rho_{i, 1,2} .
$$

Divide the equality by $S^{\prime}\left(\triangle_{\beta}\right)=1 / 2$ we have $\rho_{\gamma}^{*}=\rho_{\gamma}$. If, on the other hand $\alpha=\bar{\gamma}$, then $\rho_{\alpha}^{*}=\rho_{\bar{\gamma}}^{*}=-\rho_{\gamma}^{*}=-\rho_{\gamma}=\rho_{\bar{\gamma}}$. The case $P=\{1,3\}$ is considered the same way.

- The case $P=\{2,3\}$ (see fig. 4). In other words the triangles $\triangle_{\alpha}$ and $\triangle_{b}$ share two common vertices $a_{1}$ and $a_{2}$. One of $i, j, k$ is not an element of $\{2,3\}$, let it be $i$ without the lost of generality.
Then either $\alpha=\delta$ or $\alpha=\bar{\delta}$, where $\delta=[i, 3,2]$. If $\alpha=\delta$ then by property 5 (additivity)

$$
\rho_{\alpha}^{*}=\rho_{i, 3,2}^{*}=\rho_{i, 3,1}^{*}+\rho_{i, 1,2}^{*}-\rho_{1,2,3}^{*}=\rho_{i, 3,1}+\rho_{i, 1,2}-\rho_{1,2,3}=\rho_{i, 3,2}=\rho_{\alpha} .
$$

[^4]The third equality here follows from $\rho_{i, 1,2}^{*}=\rho_{i, 1,2}$ and $\rho_{i, 3,1}^{*}=\rho_{i, 3,1}$ proved earlier. If, on the other hand $\alpha=\bar{\delta}$, then $\rho_{\alpha}^{*}=\rho_{\bar{\delta}}^{*}=-\rho_{\delta}^{*}=$ $-\rho_{\delta}=\rho_{\bar{\delta}}$.


Fig. 5. The case $P=\{1\}$.

- The case $P=\{1\}$ (see fig. 5). In other words the triangles $\triangle_{\alpha}$ share $\triangle_{\beta}$ a single common vertex located in the origin.
Assume that the rest to vertices are $a_{i}$ and $a_{j}$ without the generality loss. Consider the triangle $\triangle a_{1} a_{i} a_{j}$ with oriented area

$$
S^{\prime}\left(\triangle a_{1} a_{i} a_{j}\right)=\frac{1}{2} \cdot \operatorname{det}\left(\begin{array}{ll}
X\left(a_{i}\right) & Y\left(a_{i}\right) \\
X\left(a_{j}\right) & Y\left(a_{j}\right)
\end{array}\right)=\frac{1}{2} \cdot\left(\rho_{i, 3,1} \cdot \rho_{j, 1,2}-\rho_{j, 3,1} \cdot \rho_{i, 1,2}\right) .
$$

Divide the equality by $S^{\prime}\left(\triangle a_{1} a_{2} a_{2}\right)=1 / 2$, we will have $\rho_{1, i, j}^{*}=\rho_{i, 3,1}$. $\rho_{j, 1,2}-\rho_{j, 3,1} \cdot \rho_{i, 1,2}=\rho_{1, i, j}$, where the last equality follows from (1).

- The general case: when $i, j, k$ are arbitrary indices. Both $\rho$ and $\rho^{*}$ are additive. So $\rho_{i, j, k}^{*}=\rho_{1, i, j}^{*}+\rho_{1, j, k}^{*}-\rho_{1, i, k}^{*}$, that (as in the previous case) equals to $\rho_{1, i, j}+\rho_{1, j, k}-\rho_{1, i, k}=\rho_{i, j, k}$. Proof complete.

Getting back to the codes using non-oriented area ([4]).
Definition 2. Let call the sign assignment an arbitrary set of numbers $s_{\alpha, \beta} \in\{ \pm 1\}$, where $\alpha, \beta \in \mathcal{A}$. Let call the sign assignment consistent if for all $\alpha, \beta, \gamma \in \mathcal{A}$ the following conditions hold:

1) $s_{\alpha \beta} \cdot s_{\beta \gamma}=s_{\alpha \gamma}$;
2) $s_{\pi(\alpha) \sigma(\beta)}=(-1)^{\pi} \cdot(-1)^{\sigma} \cdot s_{\alpha \beta}, \pi, \sigma \in S_{3}$.

Note 4. Obviously, a consistent sign assignment satisfies $s_{\alpha \alpha}=1$ and $s_{\alpha \beta}=$ $s_{\beta \alpha}$ for all $\alpha, \beta \in \mathcal{A}$.

Corollary 3. The set of numbers $r_{\alpha \beta}^{*}$ is the code of a non-degenerate image if and only if there exists a consistent sign assignment $s_{\alpha, \beta}$, such that for $r_{\alpha \beta}=s_{\alpha \beta} \cdot r_{\alpha \beta}^{*}$ the conditions 1-5 and (1) hold.

Proof
Necessity Just set $s_{\alpha, \beta}=1$ if the triangles $\triangle_{\alpha}$ and $\triangle_{\beta}$ have the same orientation. Then apply theorem 1.

Sufficiency Construct an image with code matrix $R=\left(\left(r_{\alpha \beta}\right)\right)$ by theorem 1. Then take $r_{\alpha \beta}^{*}=\left|r_{\alpha \beta}\right|$.

## 4. Conclusion

The main result of this paper completely describe the set of non-degenerate images codes. The future plans are to build similar conditions for other coding functions, e.g., projective equivalence preserving coding functions or for 3-D affine equivalence preserving.
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# Cellular automata with locators ${ }^{1}$ 


#### Abstract

E. E. Gasanov ${ }^{2}$

This article introduces a new mathematical object called a cellular automaton with locators. It was created by implementing new functionality for an automaton to broadcast broadcasting signals and to receive summarized broadcasting signal of all elementary automata. This article highlights several problems which solution is greatly simplified by using cellular automata with locators instead of traditional cellular automata.
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## 1. Introduction

Cellular automata (other names: self-reproducing automata and homogeneous structures) are discrete mathematical models of a wide class of real systems along with the processes taking place in them.

Theory of self-reproducing automata was introduced by John von Neumann[1, 2] to describe the processes self-reproduction in biology and technology. His model was further developed and the term "Cellular automaton" as it described below was used by A. Burks [3], E. Moore [4], V. B. Kudryavtsev, A. S. Podkolzin, A. A. Bolotov [5] and other researchers.

Cellular automaton is a mathematical object with discrete space and time. Its every position in space represented by a single cell, and each moment in time represented by discrete time step or generation. The state of each spatial cell is determined by very simple rules of interaction. These rules prescribe changes in the state of each cell in the next time step in response to the current state of neighboring cells. Moreover, for different cells, the rules for changing states may be different.

If we choose a finite automaton as a transformer of information standing in a cell of space, the same one for all cells, then we come to the concept of a homogeneous structure. In this case, the cellular automaton is an infinite automaton circuit constructed as follows. Consider the $k$-dimensional Euclidean space. We divide it into hypercubes with a unit edge, the edges of which are parallel to the coordinate axes. In each hypercube we put the same finite automaton $V$ with $m$ inputs and one output. We branch the output of

[^5]the automaton and connect it with the inputs of its neighbors in the same way for all hypercubes in space. We get an infinite homogeneous way arranged automaton scheme, which is called a cellular automaton. The sequence of states of individual automata $V$, containing the states of all automata of the circuit, form the state of the cellular automaton. The sequence of states of a cellular automaton arising from the synchronous operation of all its individual automata is called the functioning of a cellular automaton.

Cellular automata are a discrete mathematical model of a wide class of real systems along with processes occurring in them, such as physical media in which thermal and wave phenomena are realized, chemical solutions with reactions in them, biological tissues in which metabolism occurs, and technical control schemes processing mechanical and electrical signals, computational circuits, etc.

If we set the initial states of the automata, then in the circuit the states of the automata start to change in the way determined by the laws of the functioning of automata and the relationships between them. The phenomenon of a global change in these states is the main object of study in the theory of cellular automata.

This article introduces the generalization of a cellular automaton, which is proposed to be called a cellular automaton with locators.

One of the serious limitations of cellular automata is the limitedness of the neighborhood pattern, i.e. each automaton can see a certain number of its neighbors, and thus signals in cellular automata propagate relatively slowly. It is proposed to provide cellular automata with the ability to transmit some signals to all elementary automata at the same time, which will overcome the locality property.

Here we can recall the model of an incompressible fluid, in which the signals also instantly propagate throughout the entire volume. A similar picture is observed in quantum mechanics and in quantum cellular automata [6], when a change in the state of one automaton causes a change in the state of all automata "entangled" with it. In the work [7], the concept of nonlocal cellular automata is introduced. In this paper, nonlocality means that for each elementary automaton, the set of its neighbors is chosen randomly, and thus, elementary automata that are far apart from each other can be neighboring.

In real life, a person, when he wants to transmit information not only to visible neighbors, he can take advantage of such techniques as the supply of light signals using signal flares. An even more common method is the use of radio and television broadcasts.

Here, we also introduce the concept of broadcasting. Each elementary automaton is considered to be able to broadcast some signal from the finite alphabet on the air. Elements of the alphabet form a finite additive commutative semigroup, and the air itself is a potentially infinite adder
of signals of elementary automata, where the defining operation of this semigroup acts as a sum. At the next clock, each elementary automaton receives a total signal from the air and changes its state according to the signal. In nature, such an adder is air that sums all the radio signals in a natural way, and in fact each of the receivers gets the same signal at the input, and only then it extracts the necessary component from the general signal.

With the help of this principle, one can implement a new type of integrated circuits that use some substrate as an adder, onto which all elementary automata will dump some switching or emergency signals.

Introduction of broadcasting concept and the ability to transmit signals instantly at any distance allows one elementary automaton to control the behavior of another elementary automaton arbitrarily far from it. We consider cellular automata with locators that can receive signals from certain directions. In other words, each elementary automaton has several locators directed in different directions, and it can use these locators to receive signals from the very directions.

This article introduces a formal model of cellular automata with locators. The solution of several tranditional problems and new challenges using standard cellular automata is given. Then, it is shown that the same problems can be solved much easier using cellular automata with locators.

## 2. The concept of cellular automaton with locators

We introduce the concept of a cellular automaton with locators based on the definition of a cellular automaton from [8].

By a solid angle in $\mathbb{R}^{k}$ we mean the union of all the rays in the space $\mathbb{R}^{k}$ emanating from a given point (vertex of an angle) and intersecting some hypersurface in $\mathbb{R}^{k}$. We assume that a solid angle does not contain its vertex. In particular, in this paper we consider two degenerate cases: the full solid angle coinciding with $\mathbb{R}^{k}$ without the vertex of the angle, which we denote by $\Omega$, and solid angles equal to one ray. If a solid angle is a ray, we denote it by a vector defining its direction.

A cellular automaton with locators is a 8-tuple

$$
\sigma=\left(\mathbb{Z}^{k}, E_{n}, V, E_{q},+, L, \varphi, \psi\right)
$$

where $\mathbb{Z}^{k}$ is the set of $k$-dimensional vectors with integer coordinates, $E_{n}=\{0,1, \ldots, n-1\}, V=\left(\alpha_{1}, \ldots, \alpha_{h-1}\right)$ is an ordered set of pairwise different nonzero vectors from $\mathbb{Z}^{k}, E_{q}=\{0,1, \ldots, q-1\}$, + is a commutative semigroup operation defined on $E_{q}, L=\left(\nu_{1}, \ldots, \nu_{m}\right)$ is an ordered set of pairwise different solid angles in $\mathbb{R}^{k}$ with a vertex at the origin, $\varphi: E_{n}^{h} \times E_{q}^{m} \rightarrow$
$E_{n}$ is a function depending on the variables $x_{0}, x_{1}, \ldots, x_{h-1}, z_{1}, \ldots, z_{m}$ such that $\varphi(0, \ldots, 0)=0, \psi: E_{n}^{h} \times E_{q}^{m} \rightarrow E_{q}$ is a function that depends on the variables $x_{0}, x_{1}, \ldots, x_{h-1}, z_{1}, \ldots, z_{m}$. Here the variables $x_{0}, x_{1}, \ldots, x_{h-1}$ take values from $E_{n}$ and the variables $z_{1}, \ldots, z_{m}$ take values from $E_{q}$. Elements of the set $\mathbb{Z}^{k}$ are called cells of the cellular automaton $\sigma$; elements of the set $E_{n}$ are called cell states of the cellular automaton $\sigma$; the set $V$ is called the neighborhood pattern of the cellular automaton $\sigma$; elements of the set $E_{q}$ are called broadcasting signals; the set $L$ is called the locator pattern of the cellular automaton $\sigma$; the function $\varphi$ is called the local transition function of the automaton $\sigma$; the function $\psi$ is called the broadcasting function of the automaton $\sigma$. The state 0 is interpreted as quiescent state and the condition $\varphi(0, \ldots, 0)=0$ is interpreted as a condition for maintaining the quiescent state.

Here we need to introduce an ordering of the neighborhood pattern $V$ and the locator pattern $L$ in order to establish a one-to-one correspondence between vectors from $V$ and solid angles from $L$ and variables $x_{0}$, $x_{1}, \ldots, x_{h-1}, z_{1}, \ldots, z_{m}$ of the local transition function $\varphi$ and the broadcasting function $\psi$ respectively. We can make this correspondence more explicit if we index the variables of the functions $\varphi$ and $\psi$ by the vectors and solid angles themselves, i.e. assume that the local transition function $\varphi$ and the broadcasting function $\psi$ depend on the variables $x_{0}$, $x_{\alpha_{1}}, \ldots, x_{\alpha_{h-1}}, z_{\nu_{1}}, \ldots, z_{\nu_{m}}$, where the index of the first variable is the zero vector $\mathbf{0}=(0, \ldots, 0) \in \mathbb{Z}^{k}$. If we index the variables of the local transition function and broadcasting function in this way, we can write them in any order, and then we can define the neighborhood pattern and the locator pattern simply as a set, not an ordered set.

In the quiescent of this section we use these conventions: consider the neighborhood pattern as a set of vectors, and the locator pattern as a set of solid angles and index the variables of the local transition function and broadcasting function by the vectors from the neighborhood pattern and solid angles from the locator pattern. At the same time, we often omit the outer parentheses of the vectors in the indices. For example, if $k=2, n=2, q=2$, $V=\{(-1,0),(1,0)\}$, and $L=\{\Omega,(0,1)\}$, then a local transition function may look like this: $\varphi=x_{-1,0} \& z_{\Omega} \vee x_{1,0} \& z_{0,1}$.

If $\alpha \in \mathbb{Z}^{k}, \nu$ is a solid angle with vertex at the origin, then we denote by $\nu(\alpha)$ the solid angle obtained by translation of the angle $\nu$ to the point $\alpha$.

If $\alpha \in \mathbb{Z}^{k}$ is a cell of a cellular automaton with locators $\sigma$, then the set $V(\alpha)=\left\{\alpha, \alpha+\alpha_{1}, \ldots, \alpha+\alpha_{h-1}\right\}$ is called the neighborhood of the cell $\alpha$, and elements of the set $L(\alpha)=\left\{\nu_{1}(\alpha), \ldots, \nu_{m}\left(\alpha_{m}\right)\right\}$ are called locators of the cell $\alpha$.

A state of a cellular automaton with locators $\sigma$ is a pair $(e, f)$, where $e$ is an arbitrary function from the set $\mathbb{Z}^{k}$ to the set $E_{q}$, called broadcast state, $f$
is an arbitrary function from the set $\mathbb{Z}^{k}$ to the set $E_{n}$ and called distribution of states of the cellular automaton with locators $\sigma$. Such a function can be interpreted as a certain mosaic arising in the $k$-dimensional space as a result of assigning a certain state from the set $E_{n}$ and some signal from the set $E_{q}$ to each point with integer coordinates. The set of all possible states of a cellular automaton with locators is denoted by $\Sigma$.

If $\alpha \in \mathbb{Z}^{k}$ and $(e, f)$ is a state of a cellular automaton with locators $\sigma$, then the value $e(\alpha)$ is called the signal of the cell $\alpha$, defined by the state $(e, f)$, and the value $f(\alpha)$ is the state of the cell $\alpha$, determined by the state $(e, f)$. For each $i \in\{1, \ldots, m\}$ the value

$$
\begin{equation*}
s_{i}(\alpha)=\sum_{\beta \in \nu_{i}(\alpha) \cap \mathbb{Z}^{k}} e(\beta) \tag{1}
\end{equation*}
$$

we call the value of the locator $\nu_{i}$, determined by the state $(e, f)$. Here, the semigroup operation + defined on $E_{q}$ is used to sum signals.

On the set $\Sigma$ we define the global transition function $\Phi$ of a cellular automaton with locators $\sigma$, putting $\Phi(e, f)=\left(e^{\prime}, f^{\prime}\right)$, where $(e, f),\left(e^{\prime}, f^{\prime}\right) \in$ $\Sigma$ and for any cell $\alpha \in \mathbb{Z}^{k}$ the following identities hold

$$
\begin{align*}
& f^{\prime}(\alpha)=\varphi\left(f(\alpha), f\left(\alpha+\alpha_{1}\right), \ldots, f\left(\alpha+\alpha_{h-1}\right), s_{1}(\alpha), \ldots, s_{m}(\alpha)\right),  \tag{2}\\
& e^{\prime}(\alpha)=\psi\left(f(\alpha), f\left(\alpha+\alpha_{1}\right), \ldots, f\left(\alpha+\alpha_{h-1}\right), s_{1}(\alpha), \ldots, s_{m}(\alpha)\right) . \tag{3}
\end{align*}
$$

A meaningful interpretation of the mapping $\Phi$ is that the signal of each cell and the state of each cell "after the transition" is determined by the state of the neighborhood of the cell and by the values of the locators "before the transition" using the rules $\psi$ and $\varphi$ in the same way for all cells.

By the behavior of a cellular automaton with locators $\sigma$ we call a sequence $\left(e_{0}, f_{0}\right),\left(e_{1}, f_{1}\right),\left(e_{2}, f_{2}\right), \ldots$ of states such that the equation $\left(e_{i+1}, f_{i+1}\right)=$ $\Phi\left(e_{i}, f_{i}\right)$ holds for all $i=0,1,2, \ldots$. The state $\left(e_{i}, f_{i}\right)$ is called the state of the cellular automaton with locators $\sigma$ at the time $i$, and $\left(e_{0}, f_{0}\right)$ is also called the initial state of the cellular automaton with locators $\sigma$.

A state of a cellular automaton is called a configuration if only a finite number of cells are in a state other than 0 and the signals of all the cells are zero. The set of configurations is denoted by $\Sigma^{\prime}$.

If a certain state of a cellular automaton is specified, then cells that are in a state other than 0 are called active.

Furher, we demonstrate several problems for cellular automata and show how their solutions are significantly simplified in case of using cellular automata with locators.

## 3. A firing squad problem

A firing squad problem was first proposed by J. Mayhill in 1957 and published (with a solution) in 1968 by F. Moore [9].

In this problem, we consider a one-dimensional cellular automaton on ${ }^{1}$. The neighborhood pattern is $V=\{-1,1\}$, i.e. each cell has two neighbors left and right. The set of states have at least three states: 0 - quiescent state, 1 - soldier in initial state, 2 - fire. There is a restriction on the transition function that a soldier in the initial state, having neighbors of such soldiers, does not change the state, i.e. $\varphi(1,1,1)=1$. The initial configuration is a continuous segment of $r$ cells in state 1 (soldiers), and all other cells are in quiescent state 0 . It is necessary that at some point in time all active cells switch to the state 2 at the same time (fired).

The standard solution to the above problem contains two waves of states propagating through a number of soldiers, one of which moves three times faster than the other one. The faster wave is reflected from the far edge of the row and meets the slower one in the center. After that, two waves are divided into four waves, moving in different directions from the center. The process continues, each time doubling the number of waves, until the length of the segments of the row becomes equal to 1 . At this moment, all the soldiers shoot. This solution requires $3 r$ time units for $r$ soldiers.

The cellular automaton with the locators $\sigma_{0}$, which solves the firing squad problem, has the following form $\sigma_{0}=\left({ }^{1}, E_{3}, V=\{-1,1\}, E_{2}, \vee, L=\right.$ $\{\Omega\}, \varphi, \psi)$, where $\vee$ is the disjunction taken as the determining operation on broadcasting function $\psi$ takes the value 1 only for the leftmost soldier in the initial state, i.e. $\psi\left(x_{0}, x_{-1}, x_{1}, z_{\Omega}\right)=x_{0} \bar{x}_{-1} \bar{z}_{\Omega}$, the local transition function takes the value 2 only if the cell is in state 1 and the broadcasting signal is 1 , and does not change state in all other cases, i.e.

$$
\varphi\left(x_{0}, x_{-1}, x_{1}, z_{\Omega}\right)=\max \left(2 \cdot\left(\left(x_{0}=1\right) \&\left(z_{\Omega}=1\right) \vee\left(x_{0}=2\right)\right), 1 \cdot\left(x_{0}=1\right)\right)
$$

Hence, the firing squad problem can be solved in 2 clocks using three states and two broadcasting signals.

Note that the described solution is fully consistent with the reallife protocol used by the military: the commander (the leftmost soldier) commands "fire" and the whole squad shoots.

## 4. Unidirectional movement of a point on the ray

The problem of unidirectional motion of a point on the ray, proposed and solved in the paper [10] by E.E. Titova, is as follows.

The set of cells is a set of natural numbers, i.e. ray is directed to the right. Each cell has two neighbors, one on the left and one on the right of itself. Some
of the states of the cells are called labels and considered black, other states are considered white. Configurations are considered to be correct when there is exactly one black cell (called a point) on the ray. The cell corresponding to the number 1 (the leftmost cell) does not have a neighbor on the left of itself, and we will consider the variable corresponding to the state of the neighbor on the left of this cell as a control input, to which we can apply any control actions. The described set of cells with one control input will be called the screen.

Formally, the screen is the cellular automaton $S=\left(, E_{n}, V=\right.$ $\{-1,1\}, \varphi, M)$, where $n$ is the number of states of the cell of the cellular automaton, and $\varphi: E_{n}^{3} \rightarrow E_{n}$ is a local transition function, $M$ is a set of labels, $M \subset E_{n}, 0 \notin M$. If the cell is in a state of $M$, then informally we believe that it is painted black, otherwise it is painted white. We call the variable $x_{-1}$ of the local transition function of the cell corresponding to the number 1, (of the leftmost cell) the control input of the screen $S$.

Law of motion is an infinite sequence (superword) of zeros and ones. If $F=f_{1}, f_{2}, f_{3}, \ldots$ is the law of motion, then we denote by $F(t)$ the $t$-th element of the sequence, i.e. $F(t)=f_{t}$.

We say that on the screen $S$ the point moves according to the law $F$, if the following conditions are satisfied:

1) at some point in time, a label appears in the leftmost cell of the screen (before that there are no labels on the screen), this moment is called the movement start;
2) changing the position of the label on the screen at the $t$-th moment from the movement start corresponds to the $t$-th letter in the superword $F$, namely, if $F(t)=0$, then in $(t+1)$-th moment the label remains in the same cell where it was at the current moment, if $F(t)=1$, then in $(t+1)$-th moment the label moves one cell to the right, compared to its current position;
3) at each moment of time after the movement start, there is exactly one label on the screen.

A $S$ screen will be called universal for the set of laws of motion $\mathcal{F}$ if for any $F$ from $\mathcal{F}$ there is such a control sequence supplied to the control input of the screen that provides a point movement by the law $F$ on the screen.

We denote by $\mathcal{F}^{s}$ the set of such laws of motion $F$ that do not contain more than $s$ ones in a row.

The following theorems are proved in [10].
Theorem 1. For any screen $S$, there exists a law of motion $F \in\{0,1\}^{\infty}$ such that it is impossible to realize the motion of a point according to the law $F$ on the screen $S$.

Theorem 2. There is a law of motion $F \in\{0,1\}^{\infty}$, the movement of which cannot be realized on any screen $S$.

Theorem 3. There is a universal screen with $2 s+2$ states for the set of laws of motion $\mathcal{F}^{s}$.

The question of describing the set of all realized laws of motion remains open, although G.V. Kalachev and E.E. Titova [11] have significantly advanced in this direction.

We present a cellular automaton with locators that solves the problem of unidirectional motion of a point on the ray.

Consider the following cellular automaton with the locators $\sigma_{1}=$ $\left(, E_{2}, V=\{-1,1\}, E_{2}, \vee, L=\{\Omega\}, \varphi, \psi, M=\{1\}\right)$, where $\vee$ is the disjunction taken as the determining operation on the semigroup of signals $E_{2}=\{0,1\}$, the locator pattern consists of one full solid angle $\Omega$, the set of labels consists of one character 1 , broadcasting function $\psi$ is identically zero, the local transition function takes the value 1 in only two cases: if the cell is in state 1 and the broadcasting signal is 0 , or if the cell on the left is in state 1 and the broadcasting signal is 1, i.e. $\varphi\left(x_{0}, x_{-1}, x_{1}, z_{\Omega}\right)=x_{0} \& \bar{z}_{\Omega} \vee x_{-1} \& z_{\Omega}$.

We assume that the variable $x_{-1}$ of the local transition function of the leftmost cell is the control input. In addition, we will consider that signals from $E_{2}$ can be broadcasted as control actions.

It is clear that in order to start moving, you need to send 1 to the control input, as well as send 1 to the air. As a result, the label appears on the screen in the leftmost cell. Further, in order to realize the law of motion $F$, it is necessary to send the value $F(t)$ to the air at the time $t$.

Thus, using cellular automata with locators, any law of motion can be realized, and the number of states of this automaton is 2 , and the cardinaity of the broadcasing alphabet is 2 .

In fact, with the help of signals on the air we give commands to the point, move it or stand.

## 5. Construction of the shortest path

The problem of constructing the shortest path for cellular automata is as follows. In the initial configuration, there are only two cells in the active state, which we will call the starting points. The shortest path is considered to be built if, at some point in time, the configuration becomes stable, and the active cells of this configuration form the shortest path between the starting points.

An adaptation of the traditional way to solve this problem to cellular automata is provided in [12]. Such adaptation involves the presence of three stages:

1) A propagation of an expanding signal from one of the starting points. When expanding, each cell remembers where the signal came from. This will allow to carry out a reverse move later.
2) When the wave reaches the second starting point, a reverse movement is carried out, leading to the first point, which gives the shortest path.
3) At the same time, a purification wave starts. This wave switches all the cells except the path cells into the quiescent state. In order for this wave to catch up with the expanding wave, the expanding wave from the first stage must expand at a half speed, and the purification wave must expand at a unit speed.

The work [12] gives a proof that the automaton proposed by the authors has 14 states. This work does not estimate the time it takes to build the path, but it is not difficult to see that the time to build the path is no less than $6 n$, where $n$ is the Manhattan distance between the starting points. Here, $2 n$ clock cycles are used at the first stage, and $4 n$ cycles are necessary for the third stage. It is possible to speed up the process by launching an expanding wave from both starting points, but it is clear that the path construction time will be proportional to the distance between the starting points.

Now consider the solution to the problem by cellular automata with locators.

Consider the following cellular automaton with locators $\sigma_{2}={ }^{2}, E_{2}, V=\{(-1,0),(0,1),(1,0),(0,-1)\}, E_{2}, \vee, L=$ $\{(-1,0),(0,1),(1,0),(0,-1)\}, \varphi, \psi)$, where $\vee-$ a disjunction taken as a determining operation on a semigroup of signals $E_{2}=\{0,1\}$, a neighborhood pattern is "cross", a pattern of locators consists of four rays directed left, up, right and down, broadcasting function $\psi$ takes the value 1 if the cell is in state 1 and one of four cases occurs: if all its neighbors are in state 0 ; the cell does not have a neighbor from above in state 1 and the upper locator receives signal 1 ; the cell does not have a left neighbor in state 1 and the left locator receives signal 1 ; the cell has no neighbor to the right in state 1 and the right locator receives signal 1; i.e.

$$
\begin{aligned}
& \psi\left(x_{0}, x_{-1,0}, x_{0,1}, x_{1,0}, x_{0,-1}, z_{-1,0}, z_{0,1}, z_{1,0}, z_{0,-1}\right)= \\
& \quad=x_{0}\left(\bar{x}_{-1,0} \bar{x}_{0,1} \bar{x}_{1,0} \bar{x}_{0,-1} \vee \bar{x}_{0,1} z_{0,1} \vee \bar{x}_{-1,0} z_{-1,0} \vee \bar{x}_{1,0} z_{1,0}\right) ;
\end{aligned}
$$

the local transition function takes on value 1 if the cell was in state 1 , or if signals from the air came to one of four pairs of locators at the same time: top and right, top and left, top and bottom, left and right, i.e.

$$
\begin{aligned}
& \varphi\left(x_{0}, x_{-1,0}, x_{0,1}, x_{1,0}, x_{0,-1}, z_{-1,0}, z_{0,1}, z_{1,0}, z_{0,-1}\right)= \\
& \quad=x_{0} \vee z_{0,1} z_{1,0} \vee z_{0,1} z_{-1,0} \vee z_{0,1} z_{0,-1} \vee z_{-1,0} z_{1,0}
\end{aligned}
$$

We show that the aforementioned cellular automaton with locators solves the problem of constructing the shortest path.

In the initial (zero) clock cycle on the plane, there are only two active cells, which we call the initial ones.

We consider various cases of the location of the initial cells.
Case 1. The initial cells are located on the same horizontal. We denote by $A$ the left initial cell, and by $B$ the right one.

Case 1.1. If the initial cells are adjacent, then this pair of cells makes up the shortest path. It remains to note that the signals will not be broadcasted on the air, therefore, new active cells will not appear, and, therefore, the configuration will remain stable.

Case 1.2. If the initial cells are not adjacent, then the broadcasting function of each of the initial cells will become equal to 1 , since these cells have no neighbors. Consequently, on step 1, a signal will be broadcast from $A$ and $B$ cells, and for all cells between $A$ and $B$ cells, the left and right locators will receive signals. Therefore, the local transition functions of these cells will take the value 1 . Therefore, on step 2 , all cells between $A$ and $B$ will go to state 1 . The shortest path is constructed. Since all cells have neighbors, the broadcasting function of all cells will take the value 0 , and the resulting configuration will remain stable.

Case 2. Initial cells are located on one vertical. This case is proved similarly to the case 1 .

Case 3. The initial cells are in general position. Let's mentally draw vertical and horizontal lines through the initial cells. As a result, we get an imaginary rectangle with sides parallel to the coordinate axes, at the two diagonal vertices of which the initial cells are located.

Case 3.1. One initial cell is located in the upper left corner of the rectangle (we denote it by $A$ ), and the second initial cell is located in the lower right corner (we denote it by $B$ ).

Since the initial cells have no neighbors, the broadcasting function of these cells will take the value 1 . Therefore, on step 1, a signal will go from the cells $A$ and $B$ on the air. The cell located in the lower left corner of the rectangle (denoted by $C$ ) will receive signals from the upper and right locators. Therefore, its local transition function will take the value 1. Therefore, at step 2, the cell $C$ will become active.

Case 3.1.1. The cell $C$ is adjacent to both $A$ and $B$. Therefore, the shortest path is built. All cells have neighbors, therefore, signals will not be broadcasted anymore, and the configuration will remain stable.

Case 3.1.2. The cell $C$ is not adjacent to $A$, and is adjacent to $B$. Then the broadcasting function of the cell $C$ will take the value 1 . Therefore, on step 3 , signals from two cells will go on the air: $A$ and $C$. This means that all cells between $A$ and $C$ will receive signals to their upper and lower
locators. As a consequence, their local transition function will take the value 1. Hence, on step 4, all cells between $A$ and $C$ will become active. Now all cells have neighbors, therefore, signals will not be broadcasted anymore, and the configuration will remain stable.

Case 3.1.3. The cell $C$ is adjacent to $A$, and is not adjacent to $B$. This case is proved similarly to the case 3.1.2.

Case 3.1.4. The cell $C$ is adjacent to neither $A$ nor $B$. Then the broadcasting function of the cell $C$ will take the value 1 . Thus, on step 3 , signals from three cells will go on the air: $A, B$ and $C$. This means that all cells between $A$ and $C$ will receive signals to their upper and lower locators, and all cells between $B$ and $C$ will receive signals to their left and right locators. Thereby, the local transition function of all these cells will take the value 1. Then, on step 4, all cells between $A$ and $C$ and all cells between $B$ and $C$ will become active. The shortest path will be built. All cells have neighbors, with the result that signals will not be broadcasted anymore, and the configuration will remain stable.

Case 3.2. One initial cell is located in the lower left corner of the imaginary rectangle, and the second initial cell is located in the upper right one. The proof is similar to the proof of the case 3.1.

Finally, we have shown that the proposed cellular automaton with locators allows us to build the shortest path in no more than 4 clocks. Moreover, it has only 2 states and 2 broadcasting signals.
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# The one-dimensional closest neighbor search problem solution using the cellular automata with locators ${ }^{1}$ 


#### Abstract

D. I. Vasilev ${ }^{2}$

The paper considers applying the locator cellular automaton model to the closest neighbour search problem. The locator cellular automaton model assumes the possibility for each cell to translate a signal through any distance using ether. It is proven in this paper that such possibility allows to decrease the problem complexity from linear to logarithmic (against the classic cellular automaton model).


Keywords: cellular automaton, homogeneous structures, the closest neighbour search problem.

## 1. Introduction

Cellular automata (other names: self-reproducing automata and homogeneous structures) are discrete mathematical models of a wide class of real systems along with the processes taking place in them.

Theory of self-reproducing automaton was introduced by John von Neumann[2, 1] to describe the processes self-reproduction in biology and technology. His model was further developed and the term "Cellular automaton" as it described below was used by A. Burks [3], E. Moore [4], V. B. Kudryavtsev, A. S. Podkolzin, A. A. Bolotov [5] and other researchers.

Cellular automaton - is a mathematical object with discrete space and time. Its every position in space represented by a single cell, and each moment in time represented by discrete time step or generation. The state of each spatial cell is determined by very simple rules of interaction. These rules prescribe changes in the state of each cell in the next time step in response to the current state of neighboring cells.

In the paper of Gasanov E.E. [9] the concept of a cellular automaton with locators was introduced, which differs from the concept of a classic cellular automaton in that it allows the transmission of information not only between neighboring cells, but also at any distance, by means of transmitting a signal to the ether. The paper considers the application of this model to the one-dimensional closest neighbor search problem: a special point called

[^6]"central"and some finite set of "target"cells are arbitrarily marked on $\mathbb{Z}^{1}$; the problem is to understand which of the target points is closer to the central one. The classic model of a cellular automaton solves this problem in linear time (by the minimal distance between the central and the target points). In this paper, it will be shown that the problem can be solved in logarithmic time via the cellular automaton with locators model.

The author expresses gratitude to Professor E.E.Gasanov for setting the problem and Ph.D. G.V.Kalachev for valuable comments and suggestions.

## 2. The problem description and results formulation.

In the paper of Gasanov E.E. [9] the concept of a cellular automaton with locators was introduced. Here we will give this concept, narrowing it down to the one-dimensional case.

By a solid angle in $\mathbb{R}^{k}$ we mean the union of all the rays in the space $\mathbb{R}^{k}$ emanating from a given point (vertex of an angle) and intersecting some hypersurface in $\mathbb{R}^{k}$. In the definition, we assume that a solid angle does not contain its vertex. In particular, in this paper we consider two degenerate cases: the full solid angle coinciding with $\mathbb{R}^{k}$ without the vertex of the angle, which we denote by $\Omega$, and solid angles equal to one ray. If a solid angle is a ray, we denote it by a vector defining its direction.

A cellular automaton with locators is a 8-tuple

$$
\sigma=\left(\mathbb{Z}^{k}, E_{n}, V, E_{q},+, L, \varphi, \psi\right)
$$

where $\mathbb{Z}^{k}$ is the set of $k$-dimensional vectors with integer coordinates, $E_{n}=\{0,1, \ldots, n-1\}, V=\left(\alpha_{1}, \ldots, \alpha_{h-1}\right)$ is an ordered set of pairwise different nonzero vectors from $\mathbb{Z}^{k}, E_{q}=\{0,1, \ldots, q-1\},+$ is a commutative semigroup operation defined on $E_{q}, L=\left(\nu_{1}, \ldots, \nu_{m}\right)$ is an ordered set of pairwise different solid angles in $\mathbb{R}^{k}$ with a vertex at the origin, $\varphi: E_{n}^{h} \times E_{q}^{m} \rightarrow$ $E_{n}$ is a function depending on the variables $x_{0}, x_{1}, \ldots, x_{h-1}, z_{1}, \ldots, z_{m}$ such that $\varphi(0, \ldots, 0)=0, \psi: E_{n}^{h} \times E_{q}^{m} \rightarrow E_{q}$ is a function that depends on the variables $x_{0}, x_{1}, \ldots, x_{h-1}, z_{1}, \ldots, z_{m}$. Here the variables $x_{0}, x_{1}, \ldots, x_{h-1}$ take values from $E_{n}$ and the variables $z_{1}, \ldots, z_{m}$ take values from $E_{q}$. Elements of the set $\mathbb{Z}^{k}$ are called cells of the cellular automaton $\sigma$; elements of the set $E_{n}$ are called cell states of the cellular automaton $\sigma$; the set $V$ is called the neighborhood pattern of the cellular automaton $\sigma$; elements of the set $E_{q}$ are called broadcasting signals; the set $L$ is called the locator pattern of the cellular automaton $\sigma$; the function $\varphi$ is called the local transition function of the automaton $\sigma$; the function $\psi$ is called the broadcasting function of the automaton $\sigma$. The state 0 is interpreted as rest state and the condition $\varphi(0, \ldots, 0)=0$ is interpreted as a condition for maintaining the rest state.

Here we need to introduce an ordering of the neighborhood pattern $V$ and the locator pattern $L$ in order to establish a one-to-one correspondence between vectors from $V$ and solid angles from $L$ and variables $x_{0}, x_{1}, \ldots, x_{h-1}, z_{1}, \ldots, z_{m}$ of the local transition function $\varphi$ and the broadcasting function $\psi$ respectively. We can make this correspondence more explicit if we index the variables of the functions $\varphi$ and $\psi$ by the vectors and solid angles themselves, i.e. assume that the local transition function $\varphi$ and the broadcasting function $\psi$ depend on the variables $x_{\mathbf{0}}$, $x_{\alpha_{1}}, \ldots, x_{\alpha_{h-1}}, z_{\nu_{1}}, \ldots, z_{\nu_{m}}$, where the index of the first variable is the zero vector $\mathbf{0}=(0, \ldots, 0) \in \mathbb{Z}^{k}$. If we index the variables of the local transition function and broadcasting function in this way, we can write them in any order, and then we can define the neighborhood pattern and the locator pattern simply as a set, not an ordered set.

In the rest of this section we use these conventions: consider the neighborhood pattern as a set of vectors, and the locator pattern as a set of solid angles and index the variables of the local transition function and broadcasting function by the vectors from the neighborhood pattern and solid angles from the locator pattern. At the same time, we often omit the outer parentheses of the vectors in the indices. For example, if $k=2, n=2, q=2$, $V=\{(-1,0),(1,0)\}$, and $L=\{\Omega,(0,1)\}$, then a local transition function may look like this: $\varphi=x_{-1,0} \& z_{\Omega} \vee x_{1,0} \& z_{0,1}$.

If $\alpha \in \mathbb{Z}^{k}, \nu$ is a solid angle with vertex at the origin, then by $\nu(\alpha)$ we denote the solid angle obtained by translation of the angle $\nu$ to the point $\alpha$.

If $\alpha \in \mathbb{Z}^{k}$ is a cell of a cellular automaton with locators $\sigma$, then the set $V(\alpha)=\left\{\alpha, \alpha+\alpha_{1}, \ldots, \alpha+\alpha_{h-1}\right\}$ is called the neighborhood of the cell $\alpha$, and elements of the set $L(\alpha)=\left\{\nu_{1}(\alpha), \ldots, \nu_{m}\left(\alpha_{m}\right)\right\}$ are called locators of the cell $\alpha$.

A state of a cellular automaton with locators $\sigma$ is a pair $(e, f)$, where $e$ is an arbitrary function from the set $\mathbb{Z}^{k}$ to the set $E_{q}$, called broadcast state, $f$ is an arbitrary function from the set $\mathbb{Z}^{k}$ to the set $E_{n}$ and called distribution of states of the cellular automaton with locators $\sigma$. Such a function can be interpreted as a certain mosaic arising in the $k$-dimensional space as a result of assigning a certain state from the set $E_{n}$ and some signal from the set $E_{q}$ to each point with integer coordinates. The set of all possible states of a cellular automaton with locators is denoted by $\Sigma$.

If $\alpha \in \mathbb{Z}^{k}$ and $(e, f)$ is a state of a cellular automaton with locators $\sigma$, then the value $e(\alpha)$ is called the signal of the cell $\alpha$, defined by the state $(e, f)$, and the value $f(\alpha)$ is the state of the cell $\alpha$, determined by the state $(e, f)$. For each $i \in\{1, \ldots, m\}$ the value

$$
\begin{equation*}
s_{i}(\alpha)=\sum_{\beta \in \nu_{i}(\alpha) \cap \mathbb{Z}^{k}} e(\beta) \tag{1}
\end{equation*}
$$

we call the value of the locator $\nu_{i}$, determined by the state $(e, f)$. Here, in the summation the semigroup operation + defined on $E_{q}$ is used.

On the set $\Sigma$ we define the global transition function $\Phi$ of a cellular automaton with locators $\sigma$, putting $\Phi(e, f)=\left(e^{\prime}, f^{\prime}\right)$, where $(e, f),\left(e^{\prime}, f^{\prime}\right) \in$ $\Sigma$ and for any cell $\alpha \in \mathbb{Z}^{k}$ the following identities hold

$$
\begin{align*}
& f^{\prime}(\alpha)=\varphi\left(f(\alpha), f\left(\alpha+\alpha_{1}\right), \ldots, f\left(\alpha+\alpha_{h-1}\right), s_{1}(\alpha), \ldots, s_{m}(\alpha)\right)  \tag{2}\\
& e^{\prime}(\alpha)=\psi\left(f(\alpha), f\left(\alpha+\alpha_{1}\right), \ldots, f\left(\alpha+\alpha_{h-1}\right), s_{1}(\alpha), \ldots, s_{m}(\alpha)\right) \tag{3}
\end{align*}
$$

A meaningful interpretation of the mapping $\Phi$ is that the signal of each cell and the state of each cell "after the transition" is determined by the state of the neighborhood of the cell and by the values of the locators "before the transition" using the rules $\psi$ and $\varphi$ in the same way for all cells.

By the behavior of a cellular automaton with locators $\sigma$ we call a sequence $\left(e_{0}, f_{0}\right),\left(e_{1}, f_{1}\right),\left(e_{2}, f_{2}\right), \ldots$ of states such that the equation $\left(e_{i+1}, f_{i+1}\right)=\Phi\left(e_{i}, f_{i}\right)$ holds for all $i=0,1,2, \ldots$ The state $\left(e_{i}, f_{i}\right)$ is called the state of the cellular automaton with locators $\sigma$ at the time $i$, and $\left(e_{0}, f_{0}\right)$ is also called the initial state of the cellular automaton with locators $\sigma$.

Let's formulate the closest neighbour search problem on the line. Let the $I$ be the initial state of a cellular automaton on $\mathbb{Z}^{1}$ which satisfies the following conditions:

1) Any cell is on one of $\left\{q_{S} ; q_{C_{0}}, *\right\}$ states.
2) There is only one $q_{C_{0}}$ cell.
3) There is a finite and non-empty set of $q_{S}$ cells.

We will define that a cellular automaton state $I^{\prime}$ is solution for the problem $I$ if $I^{\prime}$ satisfies the following conditions:

1) The $q_{C_{0}}$ cell from $I$ is in $q_{C F}$ state in $I^{\prime}$.
2) The cell which is the closest to the $q_{C_{0}}$ cell in $I$ is in the $q_{L E}$ state if it's to the left and in $q_{R E}$ state if it is ti the right. If there are two closest cell then the right cell must be in $*$ state and the left one - in $q_{L E}$ state.
3) The cells which lie between $q_{C F}$ and $q_{L E}$ cells are in $q_{L F}$ state. The cells which lie between $q_{C F}$ and $q_{R E}$ cells are in $q_{R F}$ state.
4) The rest cells are in $*$ state.

We define that cellular automaton $\sigma$ solves the closest neighbour search problem if it satisfies the following conditions:

1) If the initial state $I$ of the cellular automaton is a closest neighbour search problem then the automaton must end up in $I^{\prime}$ state which is solution for $I$.
2) If the automaton takes state $S$ which is solution for some closest neighbour search problem this state must be kept for all the next tacts.

There is a cell automaton with locators $\sigma$ with 25 states and the ether alphabet power 12 which solves the closest neighbour search problem for not longer than $\log _{2} s+7$, where $s$ is the distance between the $q_{C_{0}}$ cell and the closest to it $q_{S}$ cell.

No cell automaton with locators $\sigma$ can solve the closest neighbour search problem faster than $\log _{M}\left(\frac{s}{5}\right)$, where $s$ is the distance between the $q_{C_{0}}$ cell and the closest to it $q_{S}$ cell and $M$ is the ether alphabet power.

## 3. Formal automaton description

Let's consider cellular automaton $\sigma=\left(\mathbb{Z}^{1}, E_{n}, V, E_{q},+, L, \varphi, \psi\right)$, where $V=$ $\{(1),(-1)\}, E_{q}=\{0,1\}^{2} \times\{0,1,2\}$, and $L=\left(\nu_{-1}, \nu_{1}\right)$, where $\nu_{-1}, \nu_{1}-$ degenerate solid angles, corresponding to vectors ( -1 ) and (1).

Let's define the semigroup operation on $E_{q}$ as follows: $\left(a_{1}, b_{1}, c_{1}\right)+$ $\left(a_{2}, b_{2}, c_{2}\right)=\left(a_{1}+a_{2}, \max \left(b_{1}, b_{2}\right), \max \left(c_{1}, c_{2}\right)\right)$

Let the state set $E_{n}=\left\{q_{\bar{C} C}^{\overline{\bar{C}} ; q_{C C}^{く} ; q_{C C}^{>} ; q_{S} ; q_{C_{0}} ; q_{L} ; q_{R} ; ~ ; ~ ; ~}\right.$
$\left.q_{2}^{C} ; q_{1}^{C} ; q_{C_{L_{1}}} ; q_{C_{R_{1}}} ; q_{L F} ; q_{R F} ; q_{L E} ; q_{R E} ; q_{C F} ; q_{*}^{L} ; q_{*}^{R} ; q_{1}^{L} ; q_{1}^{R} ; q_{0}^{L} ; q_{0}^{R} ; q_{L}^{*} ; q_{R}^{*} ; *\right\}$
Let's define state * as the rest state. The automaton is designed in a way that only a limited set of cells will be in a non-rest state on each tact. Considering that operation + has the property $(0,0,0)+(0,0,0)=(0,0,0)$, we can conclude that any locator's value is calculated from a limited set of non-zero terms, so it is defined correctly.

Let's describe $\varphi$ and $\psi$ functions for each automaton state:
$q_{k}^{L}$ and $q_{k}^{R}, k \in 0 ; 1$ are the key autmaton states. If there are some amount of $q_{1}^{L}$ consecutive cells then on the next tact every second $q_{1}^{L}$ cell will go to the $q_{0}^{L}$ state and the rest $q_{1}^{L}$ cells will keep their state. It will be proven later that such behavior allows to translate a segment length bit by bit.

$$
\begin{gather*}
\varphi\left(q_{k}^{L}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=\left\{\begin{array}{l}
q_{\left(k \wedge z_{\nu_{-1}}^{1}\right)}^{L}, \text { if } z_{\nu_{1}}^{3}=0 \\
q_{L F}, \text { if } z_{\nu_{1}}^{3}=1 \\
* \text { in other cases }
\end{array},\right.  \tag{4}\\
\psi\left(q_{k}^{L}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=\left(k \wedge z_{\nu_{-1}}^{1}, k \wedge z_{\nu_{-1}}^{1}, 0\right), \tag{5}
\end{gather*}
$$

$$
\begin{gather*}
\varphi\left(q_{k}^{R}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=\left\{\begin{array}{l}
q_{\left(k \wedge z_{\nu_{1}}^{1}\right)}^{R}, \text { if }, z_{\nu_{-1}}^{3}=0 \\
q_{R F}, \text { if } z_{\nu_{-1}}^{3}=2 \\
* \text { in other cases }
\end{array}\right.  \tag{6}\\
\psi^{1}\left(q_{k}^{R}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=\left(k \wedge z_{\nu_{1}}^{1}, k \wedge z_{\nu_{1}}^{1}, 0\right) \tag{7}
\end{gather*}
$$

$q_{C_{0}}$ is the initial central cell state. The cell in this state will translate $(0,0,1)$ signal for other cells to determine if they are on the left or on the right side.

$$
\begin{gather*}
\varphi\left(q_{C_{0}}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=q_{1}^{C}  \tag{8}\\
\psi\left(q_{C_{0}}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=(0,0,1) \tag{9}
\end{gather*}
$$

$q_{S}$ is the initial target cells state. The cell in this state will wait for a special signal to change it's state to the left or right version.

$$
\begin{gather*}
\varphi\left(q_{S}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=\left\{\begin{array}{l}
q_{L}^{*}, \text { if } z_{\nu_{1}}^{3}=1 \\
q_{R}^{*}, \text { if } z_{\nu_{-1}}^{3}=1 \\
q_{S} \text { in other cases }
\end{array}\right.  \tag{10}\\
\psi\left(q_{S}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=\left\{\begin{array}{l}
(0,0,1) \text { if } z_{\nu_{1}}^{3}=1 \\
(0,1,0) \text { in other cases }
\end{array}\right. \tag{11}
\end{gather*}
$$

* is the initial state of internal cells (cells which are not central or target). If $*$-cell is part of the problem (i.e. it lies between the central cell and the side-closest target cell) it will wait for a special signal to change it's state on the left or right version. Otherwise such cell will keep calm as a rest cell.

$$
\begin{gather*}
\varphi\left(*, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=\left\{\begin{array}{l}
q_{*}^{L}, \text { if } z_{\nu_{1}}^{3}=1, z_{\nu_{-1}}^{2}=1 \\
q_{*}^{R}, \text { if } z_{\nu_{1}}^{2}=1, z_{\nu_{-1}}^{3}=1 \\
* \text { in other cases }
\end{array},\right.  \tag{12}\\
\psi\left(*, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=(0,0,0) \tag{13}
\end{gather*}
$$

States $q_{*}^{L}$ and $q_{*}^{R}$ are designed for two purposes. First of all, they will provide right ether structure right before the main part of the algorithm will begin. Secondly, internal cells in this state are waiting for a special signal to determine if they lie between the side-closest and the central cell. If they are not, they go to the rest state.

$$
\begin{gather*}
\varphi\left(q_{*}^{L}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=\left\{\begin{array}{l}
* \text { if } z_{\nu_{1}}^{3}=1 \\
q_{1}^{L} \text { in other cases }
\end{array},\right.  \tag{14}\\
\psi\left(q_{*}^{L}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=\left\{\begin{array}{l}
(0,0,0) \text { if } z_{\nu_{1}}^{3}=1 \\
(0,1,1) \text { in other cases }
\end{array},\right.  \tag{15}\\
\varphi\left(q_{*}^{R}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=\left\{\begin{array}{l}
* \text { if } z_{\nu_{-1}}^{2}=1 \\
q_{1}^{R} \text { in other cases }
\end{array},\right.  \tag{16}\\
\psi\left(q_{*}^{R}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=\left\{\begin{array}{l}
(0,0,0) \text { if } z_{\nu_{-1}}^{2}=1 \\
(0,1,1) \text { in other cases }
\end{array}\right. \tag{17}
\end{gather*} .
$$

$q_{L}^{*}$ and $q_{R}^{*}$ are special target cells states. A cell in this state will wait for a special signal to determine if it is the side-closest target cell. If it is not, the cell go to the rest state.

$$
\begin{gather*}
\varphi\left(q_{L}^{*}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=\left\{\begin{array}{l}
* \text { if } z_{\nu_{1}}^{3}=1 \\
q_{L} \text { in other cases }
\end{array}\right.  \tag{18}\\
\psi\left(q_{*}^{L}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=(0,0,0),  \tag{19}\\
\varphi\left(q_{R}^{*}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=\left\{\begin{array}{l}
* \text { if } z_{\nu_{-1}}^{2}=1 \\
q_{R} \text { in other cases }
\end{array},\right.  \tag{20}\\
\psi\left(q_{*}^{R}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=(0,0,0) . \tag{21}
\end{gather*}
$$

$q_{\bar{C} C}^{\overline{\bar{C}}}, q_{C C}^{>}, q_{C C}^{<}$are working central cell states. The central cell compares lengths of the left and the right segments. Automaton works in a way that those lengths binary notation come to the central cell as ether signals: from the lowest bit to the highest. The central cell can change it's status depending on the current bit pair: $q_{C C}^{>}$- if current left bit is greater than the right one, $q_{C C}^{<}-$if it is less. If the left bit is equal to the right one, the central cell state inherits from the previous tact. State $q_{\overline{\bar{C}} C}$ occurs in the beginning and may stay until the first non-equal bit pair.

$$
\varphi\left(q_{C C}^{X}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=\left\{\begin{array}{l}
q_{C C}^{X}, \text { if } z_{\nu_{-1}}^{2}=1, z_{\nu_{1}}^{2}=1, z_{\nu_{-1}}^{1}=z_{\nu_{1}}^{1}  \tag{22}\\
q_{C C}^{\perp}, \text { if } z_{\nu_{-1}}^{2}=1, z_{\nu_{1}}^{2}=1, z_{\nu_{-1}}^{1}>z_{\nu_{1}}^{1} \\
q_{C C}^{C}, \text { if } z_{\nu_{-1}}^{2}=1, z_{\nu_{1}}^{2}=1, z_{\nu_{-1}}^{1}<z_{\nu_{1}}^{1} \\
q_{C F} \text { in other cases }
\end{array}\right.
$$

$$
\psi\left(q_{C_{1}}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=\left\{\begin{array}{l}
(0,0,0), \text { if } z_{\nu_{-1}}^{2}=1, z_{\nu_{1}}^{2}=1  \tag{23}\\
(0,0,1), \text { if }\left(z_{\nu_{-1}}^{2}=0 \vee z_{\nu_{1}}^{2}=0\right) \wedge \\
\wedge\left(\left(z_{\nu_{-1}}^{2}>z_{\nu_{1}}^{2}\right) \vee\left(z_{\nu_{-1}}^{2}=z_{\nu_{1}}^{2} \wedge q_{C C}^{X} \neq q_{C C}^{>}\right)\right) \\
(0,0,2) \text { in other cases }
\end{array}\right.
$$

$q_{L}$ and $q_{R}$ are side-closest target cells states. They just mark the end of the segment and go to their final state when hear a special ether signal.

$$
\begin{gather*}
\varphi\left(q_{L}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=\left\{\begin{array}{l}
q_{L E}, \text { if } z_{\nu_{1}}^{3}=1 \\
*, \text { if } z_{\nu_{1}}^{3}=2 \\
q_{L} \text { in other cases }
\end{array}\right.  \tag{24}\\
\psi\left(q_{L}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=(0,0,0),  \tag{25}\\
\varphi\left(q_{R}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=\left\{\begin{array}{l}
q_{R E}, \text { if } z_{\nu_{-1}}^{3}=2 \\
*, \text { if } z_{\nu_{-1}}^{3}=1 \\
q_{R} \text { in other cases }
\end{array}\right.  \tag{26}\\
\psi\left(q_{R}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=(0,0,0) \tag{27}
\end{gather*}
$$

$q_{2}^{C}$ state is designed to for the central cell to looks for a special signal from each side so it could find out if there is at least one target cell at each side. If not, the problem is much easier and can be resolved in a constant time.

$$
\begin{gather*}
\varphi\left(q_{2}^{C}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=\left\{\begin{array}{l}
q_{C_{L_{1}}}, \text { if } z_{\nu_{1}}^{2}=0 \\
q_{C_{R_{1}}}, \text { if } z_{\nu_{-1}}^{2}=0 \\
q_{1}^{C}, \text { in other cases }
\end{array}\right.  \tag{28}\\
\psi\left(q_{2}^{C}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=(0,0,0) \tag{29}
\end{gather*}
$$

$q_{1}^{C}$ is a 1-tact sleep state. The central cell in this state don't send anything in the ether.

$$
\begin{equation*}
\varphi\left(q_{1}^{C}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=q_{C_{1}} \tag{30}
\end{equation*}
$$

$$
\begin{equation*}
\psi\left(q_{1}^{C}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=(0,0,0) \tag{31}
\end{equation*}
$$

$q_{C_{L_{1}}}$ and $q_{C_{R_{1}}}$ are states which occur when the problem is trivial in a way that all the target cells are located at the same side of the central cell.

$$
\begin{gather*}
\varphi\left(q_{C_{L_{1}}}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=q_{C F},  \tag{32}\\
\psi\left(q_{C_{L_{1}}}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=(0,0,1),  \tag{33}\\
\varphi\left(q_{C_{R_{1}}}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=q_{C F},  \tag{34}\\
\psi\left(q_{C_{R_{1}}}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=(0,0,2) . \tag{35}
\end{gather*}
$$

$\psi$ and $\varphi$ functions below are function for the finish states. Those state do not change or send anything to the ether.

$$
\begin{align*}
& \varphi\left(q_{L F}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=q_{L F},  \tag{36}\\
& \psi\left(q_{L F}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=(0,0,0),  \tag{37}\\
& \varphi\left(q_{R F}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=q_{R F},  \tag{38}\\
& \psi\left(q_{R F}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=(0,0,0),  \tag{39}\\
& \varphi\left(q_{L E}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=q_{L E},  \tag{40}\\
& \psi\left(q_{L E}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=(0,0,0),  \tag{41}\\
& \varphi\left(q_{R E}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=q_{R E},  \tag{42}\\
& \psi\left(q_{R E}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=(0,0,0),  \tag{43}\\
& \varphi\left(q_{C F}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=q_{C F},  \tag{44}\\
& \psi\left(q_{C F}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=(0,0,0) . \tag{45}
\end{align*}
$$

Let's define left cells as cells with $L$ character in the state name (and correspondingly define right cells). Let $Q_{1}=\left\{q_{k}^{X}\right\}$, where $X \in\{R, L\}, k=1$, $Q_{0}=\left\{q_{k}^{X}\right\}$, where $X \in\{R, L\}, k=0$.

## 4. Automaton's behavior.

Let's describe automaton's behavior on each algorithm phase. We also will provide a simple example for better understanding. We will describe automaton states as follows:

|  | $\mathrm{t}=0$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $q_{S}$ | $*$ | $q_{S}$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $q_{C_{0}}$ | $*$ | $*$ | $*$ | $*$ | $*$ | $q_{S}$ |  |
| $L^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $L^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $L^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{2}$ | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| $\psi^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |

Where $Q=q_{1}, q_{2}, \ldots, q_{n}-$ automaton cells states. We only consider cells which lie between non-* cell in the initial automaton state. All $q_{S}$ and $q_{C_{0}}$ cells are also considered.
$L^{1}=l_{1}^{1}, l_{2}^{1}, \ldots, l_{n}^{1}-$ first components of the left ether sum.
$L^{2}=l_{1}^{2}, l_{2}^{2}, \ldots, l_{n}^{2}-$ second components of the left ether sum.
$L^{3}=l_{1}^{3}, l_{2}^{3}, \ldots, l_{n}^{3}$ - third components of the left ether sum.
$R^{1}=r_{1}^{1}, r_{2}^{1}, \ldots, r_{n}^{1}$ - first components of the right ether sum.
$R^{2}=r_{1}^{2}, r_{2}^{2}, \ldots, r_{n}^{2}-$ second components of the right ether sum.
$R^{3}=r_{1}^{3}, r_{2}^{3}, \ldots, r_{n}^{3}-\operatorname{third}$ components of the right ether sum.
$\psi^{1}=\psi_{1}^{1}, \psi_{2}^{1}, \ldots, \psi_{n}^{1}-$ the first component of the signal, being sent to the ether
$\psi^{2}=\psi_{1}^{2}, \psi_{2}^{2}, \ldots, \psi_{n}^{2}-$ the second component of the signal, being sent to the ether
$\psi^{3}=\psi_{1}^{3}, \psi_{2}^{3}, \ldots, \psi_{n}^{3}$ - the third component of the signal, being sent to the ether

### 4.1. Phase 1: determine the orientation.

Let the initial automaton state satisfy the Theorem 1 conditions:

|  | $\mathrm{t}=0$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $Q$ | $q_{S}$ | $*$ | $q_{S}$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $q_{C_{0}}$ | $*$ | $*$ | $*$ | $*$ | $*$ | $q_{S}$ |
| $L^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $L^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $L^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{2}$ | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| $\psi^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |

There are only $(0,0,0)$ signals in the ether on the first tact. Transition functions of $q_{S}$ and $*$ states are equal to $q_{S}$ and $*$ respectively when
the input ether sums are $(0,0,0)$. Broadcasting functions of these states are equal to $(0,1,0)$ and $(0,0,0)$ respectively. The transition function of the $q_{C_{0}}$ state is equal to $q_{2}^{C}$, and the broadcasting function takes the value $(0,0,1)$. Overall, only the central cell will change it's state on the first tact. Besides, the ether space will fill with central and target cells signals:

|  | $\mathrm{t}=1$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $Q$ | $q_{S}$ | $*$ | $q_{S}$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $q_{2}^{C}$ | $*$ | $*$ | $*$ | $*$ | $*$ | $q_{S}$ |
| $L^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $L^{2}$ | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $L^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 |
| $R^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{2}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 |
| $R^{3}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| $\psi^{3}$ | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

The transition functions values of $q_{S}$ and $*$ states depend on the side from which signals $(0,1,0)$ and $(0,0,1)$ came. $q_{S}$ cells could either go to the $q_{L}^{*}$ state and translate a $(0,0,1)$ signal or go to the $q_{R}^{*}$ state and translate a $(0,1,0)$ signal. $*$ cells can go to $q_{*}^{L}$ or $q_{*}^{R}$ states and always output a $(0,0,0)$ signal. $q_{2}^{C}$ cell looks for a $(0,1,0)$ signal from each side. If such a signal is only present on one side, central cell goes to $q_{C_{L_{1}}}$ or $q_{C_{R_{1}}}$ state (depending on the side on which $(0,1,0)$ signal occurs) and we don't need to compare segments from different sides. This is an easy case and the problem can be resolved in a constant time at this point. In our case the signal is present on both sides so the central cell goes to the $q_{2}^{C}$ state to sleep for 2 tacts and wait before the other cells are ready to begin the length calculation:

|  | $\mathrm{t}=2$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $Q$ | $q_{L}^{*}$ | $q_{*}^{L}$ | $q_{L}^{*}$ | $q_{*}^{L}$ | $q_{*}^{L}$ | $q_{*}^{L}$ | $q_{*}^{L}$ | $q_{*}^{L}$ | $q_{*}^{L}$ | $q_{1}^{C}$ | $q_{*}^{R}$ | $q_{*}^{R}$ | $q_{*}^{R}$ | $q_{*}^{R}$ | $q_{*}^{R}$ | $q_{R}^{*}$ |
| $L^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $L^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $L^{3}$ | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $R^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{2}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 |
| $R^{3}$ | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{1}$ | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 |
| $\psi^{2}$ | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 |
| $\psi^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

This is how Phase 1 ends. To sum up, from all the initial $q_{S}$ cells we only keep the two closest to the center. Those cells are now oriented (i.e. are either in $q_{L}$ or $q_{R}$ states); the $*$ cells which lie between the central cell and one of the two kept target cells will also go to the oriented state $q_{*}^{L}$ or $q_{*}^{R}$; the central cell will go to the $q_{1}^{C}$ state.

### 4.2. Phase 2: length comparison.

This is a complicated iterative phase.
We will call $q_{L}$ and $q_{R}$ cells extreme, and cells which lie between the central and an extreme cell - internal. Let's define that this phase
ends when the central cell translate a signal $\psi \in\{(0,0,1) ;(0,0,2)\}$. The transition functions are designed in a way that the central cell is always in $q_{\bar{C} C}^{\overline{\bar{C}}}, q_{C C}^{>}, q_{C C}^{<}$state in Phase 2 and it can only go to another state when it send one of $\{(0,0,1) ;(0,0,2)\}$ signals. Finally, it's easy to see that signals $\{(0,0,1) ;(0,0,2)\}$ are only sent when all the internal cells from some side are in $q \in Q_{0}$ state.

Let's consider the left side of the cellular automaton. We will enumerate the cells from left to right and denote $q^{i, t}, i \in\left\{1,2, . . s_{L}\right\}, t \geq 0$ as an $i$-th cell state in the $t$-th tact. We assume that $t=0$ - the beginning of Phase 2 .
$q^{i, t} \in Q_{1}$ if and only if $i\left(\bmod 2^{t}\right)=0$.
Доказательство. Let 's prove this statement by induction:
At the $t=0$ moment all the cells are $q_{1}^{L} \in Q_{1}$ states, which is equivalent to $i\left(\bmod 2^{0}\right)=0$.

Let's prove the Lemma for $t=1$. From the transition functions of the $\left\{q_{1}^{L} ; q_{1}^{R} ; q_{0}^{L} ; q_{0}^{R}\right\}$ states we can see that $q^{i, 1} \in Q_{1} \leftrightarrow q^{i, 0} \in Q_{1} \wedge$ $z_{\nu-1}^{i, 0}=(1, \alpha, \beta) \leftrightarrow z_{\nu_{-1}}^{i, 0}=(1, \alpha, \beta)$ (here and further $\alpha$ and $\beta$ are arbitrary elements of the $\{0 ; 1\}$ and $\{0 ; 1 ; 2\}$ sets respectively). We know that $z_{\nu_{-1}}^{i, 0}=\sum_{j=1}^{i} \psi\left(q_{*}^{L}, q_{-1}, q_{1}, z_{\nu_{-1}}, z_{\nu_{1}}\right)=\sum_{j=1}^{i-1}(1,1,0)=(i(\bmod 2), 1,0)$, therefore $q^{i, 1} \in Q_{1} \leftrightarrow i(\bmod 2)=0$.

Let's assume the Lemma is true for $t=0,1,2, \ldots, k$ and prove it is true for $t=k+1$. From the transition functions of the $\left\{q_{1}^{L} ; q_{1}^{R} ; q_{0}^{L} ; q_{0}^{R}\right\}$ states we can see that $q^{i, k+1} \in Q_{1} \leftrightarrow q^{i, k} \in Q_{1} \wedge z_{\nu-1}^{i, k}=(1, \alpha, \beta)$. The broadcasting functions of the $\left\{q_{1}^{L} ; q_{1}^{R} ; q_{0}^{L} ; q_{0}^{R}\right\}$ states are designed in a way that $\psi^{i, k-1}=$ $(1, \alpha, \beta) \leftrightarrow q^{i, k} \in Q_{1}$, therefore $z_{\nu_{-1}^{i, k}}^{i, k}=\left(\sum_{j\left(\bmod 2^{k}\right)=0, j<i, j>0} 1, \alpha, \beta\right)$. Thus, by the induction assumption:

$$
\begin{aligned}
& q^{i, k+1} \in Q_{1} \leftrightarrow q^{i, k} \in Q_{1} \wedge z_{\nu-1}^{i, k}=(1, \alpha, \beta) \leftrightarrow i\left(\bmod 2^{k}\right)=0 \wedge \\
& \sum_{1\left(\bmod 2^{k}\right)=0, j<i, j>0} 1=1 \leftrightarrow i\left(\bmod 2^{k}\right)=0 \wedge\left(i\left(\bmod 2^{k+1}\right)>2^{k} \vee i(\bmod \right. \\
& \left.\left.2^{k+1}\right)=0\right) \leftrightarrow i\left(\bmod 2^{k+1}\right)=0
\end{aligned}
$$

We can also prove such lemma for the right side because the transition and broadcasting functions of the left and right cells only depend on left and right ether signals respectively.

It follows from the Lemma that at the $t$ moment the central cell hear the value $\sum_{i\left(\bmod 2^{t}\right)=0, i \in[1 ; s]} 1=\left\lfloor\frac{s}{2^{t}}\right\rfloor(\bmod 2)$ at the 1-st ether dimension, which is equal to $(t+1)$-th bit in $s$ length binary notion. Thus, the central cell can compare the values $s_{L}$ and $s_{R}$ bit by bit, from the lowest to the highest position. The transition and broadcasting functions of the $q_{C C}^{X}, X \in\{=,<$ , $>\}$ states implement such length comparison algorithm: if left $i$-th bit is
greater than such bit from the right then the central cell goes to the $q_{C C}^{>}$ state; if it is lower - to the $q_{C C}^{<}$state; if they are equal, the state doesn't change. This algorithm continue working until one of the lengths translation ends $\left(z_{\nu_{-1}}^{2}=0 \vee z_{\nu_{1}}^{2}=0\right)$. In this moment the central cell sends one of the signals $(0,0,2) ;(0,0,1)$ depending on which side appeared to be shorter.

Phase 2 process for the given example:

| $Q$ | t | * | $q_{L}$ | $q_{1}^{L}$ | $q_{1}^{L}$ | $q_{1}^{L}$ | $q_{1}^{L}$ | $q_{1}^{L}$ | $q_{1}^{L}$ | $q \overline{\bar{C}} C$ | $q_{1}^{R}$ | $q_{1}^{R}$ | $q_{1}^{R}$ | $q_{1}^{R}$ | $q_{1}^{R}$ | $q_{R}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $L^{1}$ | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 1 |
| $L^{2}$ | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $L^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{1}$ | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 0 |
| $R^{2}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 |
| $R^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{1}$ | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 |
| $\psi^{2}$ | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 |
| $\psi^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $Q$ | t | * | $q_{L}$ | $q_{0}^{L}$ | $q_{1}^{L}$ | $q_{0}^{L}$ | $q_{1}^{L}$ | $q_{0}^{L}$ | $q_{1}^{L}$ | $q_{C C}^{<}$ | $q_{0}^{R}$ | $q_{1}^{R}$ | $q_{0}^{R}$ | $q_{1}^{R}$ | $q_{0}^{R}$ | $q_{R}$ |
| $L^{1}$ | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 1 | 1 |
| $L^{2}$ | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $L^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{1}$ | 1 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 |
| $R^{2}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 |
| $R^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| $\psi^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| $\psi^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $Q$ | t $*$ | * | $q_{L}$ | $q_{0}^{L}$ | $q_{0}^{L}$ | $q_{0}^{L}$ | $q_{1}^{L}$ | $q_{0}^{L}$ | $q_{0}^{L}$ | $q_{C C}^{>}$ | $q_{0}^{R}$ | $q_{1}^{R}$ | $q_{0}^{R}$ | $q_{0}^{R}$ | $q_{0}^{R}$ | $q_{R}$ |
| $L^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| $L^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $L^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| $R^{2}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| $R^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |


| $\mathrm{t}=6$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $Q$ | $*$ | $*$ | $q_{L}$ | $q_{0}^{L}$ | $q_{0}^{L}$ | $q_{0}^{L}$ | $q_{0}^{L}$ | $q_{0}^{L}$ | $q_{0}^{L}$ | $q_{C C}^{>}$ | $q_{0}^{R}$ | $q_{0}^{R}$ | $q_{0}^{R}$ | $q_{0}^{R}$ | $q_{0}^{R}$ | $q_{R}$ |
| $L^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $L^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $L^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 0 | 0 | 0 | 0 |

### 4.3. Phase 3: finalize.

This is a very straight forward phase. It begins after the central cell send on of the signals $\{(0,0,1),(0,0,2)\}$ during Phase 2. Let's assume that the left side were longer and it was the $(0,0,2)$ signal:

|  | $\mathrm{t}=6$ | $*$ | $*$ | $q_{L}$ | $q_{0}^{L}$ | $q_{0}^{L}$ | $q_{0}^{L}$ | $q_{0}^{L}$ | $q_{0}^{L}$ | $q_{0}^{L}$ | $q_{C C}^{>}$ | $q_{0}^{R}$ | $q_{0}^{R}$ | $q_{0}^{R}$ | $q_{0}^{R}$ | $q_{0}^{R}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $q_{R}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $L^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $L^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| $L^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| $R^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 0 | 0 | 0 | 0 |

This signal will take place in the ether in the next tact:

|  | $\mathrm{t}=7$ |  | $q_{L}$ | $q_{0}^{L}$ | $q_{0}^{L}$ | $q_{0}^{L}$ | $q_{0}^{L}$ | $q_{0}^{L}$ | $q_{0}^{L}$ | $q_{C F}$ | $q_{0}^{R}$ | $q_{0}^{R}$ | $q_{0}^{R}$ | $q_{0}^{R}$ | $q_{0}^{R}$ | $q_{R}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $L^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $L^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $L^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 2 | 2 | 2 | 2 | 2 |
| $R^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{3}$ | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

When left cells hear this signal they go to the $*$ state. The right target cell goes to the $q_{R E}$ state and the right internal cells - to the $q_{R F}$ state:

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{t}=8$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $*$ | $q_{C F}$ | $q_{R F}$ | $q_{R F}$ | $q_{R F}$ | $q_{R F}$ | $q_{R F}$ | $q_{R E}$ |
| $L^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $L^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $L^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $R^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\psi^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

## 5. Complete calculation process for the given example

For clarity we write the whole process for the given example below:

|  | $\mathrm{t}=0$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $Q$ | $q_{S}$ | * | $q_{S}$ | * | * | * | * | * | * | $q_{C_{0}}$ | * | * | * | * | * | $q_{S}$ |  |  |  |
| $L^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |  |  |
| $L^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |  |  |
| $L^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |  |  |
| $R^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |  |  |
| $R^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |  |  |
| $R^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |  |  |
| $\psi^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |  |  |
| $\psi^{2}$ | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |  |  |  |
| $\psi^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |  |  |  |
|  | $\mathrm{t}=1$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $Q$ | $q_{S}$ | * | $q_{S}$ | * | * | * | * | * | * | $q_{2}^{C}$ | * | * | * | * | * | $q_{S}$ |  |  |  |
| $L^{\text {1 }}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |  |  |
| $L^{2}$ | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |  |  |  |
| $L^{3}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 |  |  |  |
| $R^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |  |  |
| $R^{2}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 |  |  |  |
| $R^{3}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |  |  |
| $\psi^{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |  |  |
| $\psi^{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  | 0 | 1 |  |  |  |
| $\psi^{3}$ | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |  |  |
| $Q$ | $\begin{aligned} & \mathrm{t}=2 \\ & q_{L}^{*} \\ & \hline \end{aligned}$ | $q_{*}^{L}$ | ${ }^{L} q_{L}^{*}$ |  | $q_{*}^{L}$ | $q_{*}^{L}$ | $q_{*}^{L}$ |  | $q_{*}^{L}$ | $q_{*}^{L}$ | $q_{*}^{L}$ | $q_{1}^{C}$ |  |  | $q_{*}^{R}$ | $q_{*}^{R}$ | $q_{*}^{R}$ | $q_{*}^{R}$ | $q_{R}^{*}$ |
| $L^{1}$ | 0 | 0 | 0 |  | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 | 0 |
| $L^{2}$ | 0 | 0 | 0 |  | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 | 0 |
| $L^{3}$ | 0 | 1 | 1 |  | 1 | 1 | 1 |  | 1 | 1 | 1 | 1 | 1 |  | 1 | 1 | 1 | 1 | 1 |
| $R^{1}$ | 0 | 0 | 0 |  | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 | 0 |
| $R^{2}$ | 1 | 1 | 1 |  | 1 | 1 | 1 |  | 1 | 1 | 1 | 1 | 1 |  | 1 | 1 | 1 | 1 | 0 |
| $R^{3}$ | 1 | 1 | 0 |  | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 | 0 |
| $\psi^{1}$ | 0 | 0 | 0 |  | 1 | 1 | 1 |  | 1 | 1 | 1 | 0 | 1 |  | 1 | 1 | 1 | 1 | 0 |
| $\psi^{2}$ | 0 | 0 | 0 |  | 1 | 1 | 1 |  | 1 | 1 | 1 | 0 | 1 |  | 1 | 1 | 1 | 1 | 0 |
| $\psi^{3}$ | 0 | 0 | 0 |  | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 | 0 |
| $Q$ | $\mathrm{t}=3$ | * | $q_{L}$ | $q_{1}^{L}$ | $q_{1}$ |  | $q_{1}^{L}$ | $q_{1}^{L}$ | $q_{1}^{L}$ | $q_{1}^{L}$ |  | $q_{\bar{C}}^{\overline{\bar{C}}}{ }_{C}$ | $q_{1}^{R}$ | $q_{1}^{R}$ |  | $q_{1}^{R}$ | $q_{1}^{R}$ | $q_{1}^{R}$ | $q_{R}$ |
| $L^{1}$ | 0 | 0 | 0 | 0 | 1 |  | 0 | 1 | 0 | 1 |  | 0 | 0 | 1 |  | 0 | 1 | 0 | 1 |
| $L^{2}$ | 0 | 0 | 0 | 0 | 1 |  | 1 | 1 | 1 | 1 |  | 1 | 1 | 1 |  | 1 | 1 | 1 | 1 |
| $L^{3}$ | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 |
| $R^{1}$ | 1 | 1 | 1 | 0 | 1 |  | 0 | 1 | 0 | 1 |  | 1 | 0 | 1 |  | 0 | 1 | 0 | 0 |
| $R^{2}$ | 1 | 1 | 1 | 1 | 1 |  | 1 | 1 | 1 | 1 |  | 1 | 1 | 1 |  | 1 | 1 | 0 | 0 |
| $R^{3}$ | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 |
| $\psi^{1}$ | 0 | 0 | 0 | 0 | 1 |  | 0 | 1 | 0 | 1 |  | 0 | 0 | 1 |  | 0 | 1 | 0 | 0 |
| $\psi^{2}$ | 0 | 0 | 0 | 0 | 1 |  | 0 | 1 | 0 | 1 |  | 0 | 0 | 1 |  | 0 | 1 | 0 | 0 |
| $\psi^{3}$ | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 |
| $Q$ | $\begin{aligned} & \mathrm{t}=4 \\ & * \end{aligned}$ | * | $q_{L}$ | $q_{0}^{L}$ | $q_{1}$ |  | $q_{0}^{L}$ | $q_{1}^{L}$ | $q_{0}$ | $q_{1}^{L}$ |  | $q_{C C}^{<}$ | $q_{0}^{R}$ | $q_{1}^{R}$ |  | $q_{0}^{R}$ | $q_{1}^{R}$ | $q_{0}^{R}$ | $q_{R}$ |
| $L^{1}$ | 0 | 0 | 0 | 0 | 0 |  | 1 | 1 | 0 | 0 |  | 1 | 1 | 1 |  | 0 | 0 | 1 | 1 |
| $L^{2}$ | 0 | 0 | 0 | 0 | 0 |  | 1 | 1 | 1 | 1 |  | 1 | 1 | 1 |  | 1 | 1 | 1 | 1 |
| $L^{3}$ | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 |
| $R^{1}$ | 1 | 1 | 1 | 1 | 0 |  | 0 | 1 | 1 | 0 |  | 0 | 0 | 1 |  | 1 | 0 | 0 | 0 |
| $R^{2}$ | 1 | 1 | 1 | 1 | 1 |  | 1 | 1 | 1 | 1 |  | 1 | 1 | 1 |  | 1 | 0 | 0 | 0 |
| $R^{3}$ | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 |
| $\psi^{1}$ | 0 | 0 | 0 | 0 | 0 |  | 0 | 1 | 0 | 0 |  | 0 | 0 | 1 |  | 0 | 0 | 0 | 0 |
| $\psi^{2}$ | 0 | 0 | 0 | 0 | 0 |  | 0 | 1 | 0 | 0 |  | 0 | 0 | 1 |  | 0 | 0 | 0 | 0 |
| $\psi^{3}$ | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 |



## 6. Automaton runtime

Let's calculate the time $T$ need for $\sigma$ to work out. From the previous section:

$$
\begin{equation*}
T=T_{1}+T_{2}+T_{3} . \tag{46}
\end{equation*}
$$

where $T_{k}$ is duration of corresponding phase. It's easy to see that $T_{1}=$ $3, T_{3}=2$. It follows from the Lemma 2 that if Phase 2 runtime is $t$ then $t=\min _{2^{r}>s} r=\left\lceil\log _{2}(s+0.5)\right\rceil$, where $s=\min \left(s_{L}, s_{R}\right)$. Because we start time $t$ from 0 in Lemma 1, the overall runtime of Phase 2 will be:

$$
T_{2}=\left\lceil\log _{2}(s+0.5)\right\rceil+1 \leq \log _{2}(s)+2
$$

Therefore,

$$
T \leq \log _{2}(s)+7
$$
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# Remarks on the Definition of Cellular Automaton with Locators ${ }^{1}$ 


#### Abstract

Kalachev G. V. ${ }^{2}$ In [1], a cellular automaton with locators is defined. In this paper we indicate some inaccuracies and issues of this definition and clarify it to get rid of these issues. We also give examples of cellular automata classes with locators that have good properties in a certain sense.


Keywords: cellular automata, homogeneous structures.

## 1. Introduction

The concept of a cellular automaton (CA) with locators was introduced in [1]. CA with locators is defined by a 8 -tuple ( $\mathbb{Z}^{n}, Q, V, E,+, L, \varphi, \psi$ ). CA with locators in comparison with a conventional $\mathrm{CA}\left(\mathbb{Z}^{n}, Q, V, \varphi\right)$ contains additional structure where different elementary automata (cells) can broadcast signals from the set of broadcasting signals $E$ computed by the broadcasting function $\psi$. The signals are summed with the commutative semigroup operation + . Locators of each cell receive the sum of signals from the directions specified by the solid angles from the set $L$. CA with locators can be considered as a mathematical model of a device where there are both local interactions between adjacent cells and nonlocal interactions through broadcasting, which can be implemented using some kind of substrate that sums the signals from the cells due to some physical principle. Such devices can potentially solve some problems in a more natural way than conventional cellular automata, where sometimes we need to develop complicated algorithms, in particular when we need to transmit control signals.

## 2. Definition of a cellular automaton with locators according to Gasanov

Let us recall the definition of a cellular automaton with locators introduced by E. E. Gasanov in [1].

By a solid angle in $\mathbb{R}^{k}$ we mean the union of all the rays in the space $\mathbb{R}^{k}$ emanating from a given point (vertex of an angle) and intersecting some

[^7]hypersurface in $\mathbb{R}^{k}$. In the definition, we assume that a solid angle does not contain its vertex. In particular, in this paper we consider two degenerate cases: the full solid angle coinciding with $\mathbb{R}^{k}$ without the vertex of the angle, which we denote by $\Omega$, and solid angles equal to one ray. If a solid angle is a ray, we denote it by a vector defining its direction.

A cellular automaton with locators is a 8-tuple

$$
\sigma=\left(\mathbb{Z}^{k}, E_{n}, V, E_{q},+, L, \varphi, \psi\right)
$$

where $\mathbb{Z}^{k}$ is the set of $k$-dimensional vectors with integer coordinates, $E_{n}=\{0,1, \ldots, n-1\}, V=\left(\alpha_{1}, \ldots, \alpha_{h-1}\right)$ is an ordered set of pairwise different nonzero vectors from $\mathbb{Z}^{k}, E_{q}=\{0,1, \ldots, q-1\},+$ is a commutative semigroup operation defined on $E_{q}, L=\left(\nu_{1}, \ldots, \nu_{m}\right)$ is an ordered set of pairwise different solid angles in $\mathbb{R}^{k}$ with a vertex at the origin, $\varphi: E_{n}^{h} \times E_{q}^{m} \rightarrow$ $E_{n}$ is a function depending on the variables $x_{0}, x_{1}, \ldots, x_{h-1}, z_{1}, \ldots, z_{m}$ such that $\varphi(0, \ldots, 0)=0, \psi: E_{n}^{h} \times E_{q}^{m} \rightarrow E_{q}$ is a function that depends on the variables $x_{0}, x_{1}, \ldots, x_{h-1}, z_{1}, \ldots, z_{m}$. Here the variables $x_{0}, x_{1}, \ldots, x_{h-1}$ take values from $E_{n}$ and the variables $z_{1}, \ldots, z_{m}$ take values from $E_{q}$. Elements of the set $\mathbb{Z}^{k}$ are called cells of the cellular automaton $\sigma$; elements of the set $E_{n}$ are called cell states of the cellular automaton $\sigma$; the set $V$ is called the neighborhood pattern of the cellular automaton $\sigma$; elements of the set $E_{q}$ are called broadcasting signals; the set $L$ is called the locator pattern of the cellular automaton $\sigma$; the function $\varphi$ is called the local transition function of the automaton $\sigma$; the function $\psi$ is called the broadcasting function of the automaton $\sigma$. The state 0 is interpreted as rest state and the condition $\varphi(0, \ldots, 0)=0$ is interpreted as a condition for maintaining the rest state.

Here we need to introduce an ordering of the neighborhood pattern $V$ and the locator pattern $L$ in order to establish a one-to-one correspondence between vectors from $V$ and solid angles from $L$ and variables $x_{0}$, $x_{1}, \ldots, x_{h-1}, z_{1}, \ldots, z_{m}$ of the local transition function $\varphi$ and the broadcasting function $\psi$ respectively. We can make this correspondence more explicit if we index the variables of the functions $\varphi$ and $\psi$ by the vectors and solid angles themselves, i.e. assume that the local transition function $\varphi$ and the broadcasting function $\psi$ depend on the variables $x_{\mathbf{0}}$, $x_{\alpha_{1}}, \ldots, x_{\alpha_{h-1}}, z_{\nu_{1}}, \ldots, z_{\nu_{m}}$, where the index of the first variable is the zero vector $\mathbf{0}=(0, \ldots, 0) \in \mathbb{Z}^{k}$. If we index the variables of the local transition function and broadcasting function in this way, we can write them in any order, and then we can define the neighborhood pattern and the locator pattern simply as a set, not an ordered set.

In the rest of this section we use these conventions: consider the neighborhood pattern as a set of vectors, and the locator pattern as a set of solid angles and index the variables of the local transition function and broadcasting function by the vectors from the neighborhood pattern and solid
angles from the locator pattern. At the same time, we often omit the outer parentheses of the vectors in the indices. For example, if $k=2, n=2, q=2$, $V=\{(-1,0),(1,0)\}$, and $L=\{\Omega,(0,1)\}$, then a local transition function may look like this: $\varphi=x_{-1,0} \& z_{\Omega} \vee x_{1,0} \& z_{0,1}$.

If $\alpha \in \mathbb{Z}^{k}, \nu$ is a solid angle with vertex at the origin, then by $\nu(\alpha)$ we denote the solid angle obtained by translation of the angle $\nu$ to the point $\alpha$.

If $\alpha \in \mathbb{Z}^{k}$ is a cell of a cellular automaton with locators $\sigma$, then the set $V(\alpha)=\left\{\alpha, \alpha+\alpha_{1}, \ldots, \alpha+\alpha_{h-1}\right\}$ is called the neighborhood of the cell $\alpha$, and elements of the set $L(\alpha)=\left\{\nu_{1}(\alpha), \ldots, \nu_{m}\left(\alpha_{m}\right)\right\}$ are called locators of the cell $\alpha$.

A state of a cellular automaton with locators $\sigma$ is a pair $(e, f)$, where $e$ is an arbitrary function from the set $\mathbb{Z}^{k}$ to the set $E_{q}$, called broadcast state, $f$ is an arbitrary function from the set $\mathbb{Z}^{k}$ to the set $E_{n}$ and called distribution of states of the cellular automaton with locators $\sigma$. Such a function can be interpreted as a certain mosaic arising in the $k$-dimensional space as a result of assigning a certain state from the set $E_{n}$ and some signal from the set $E_{q}$ to each point with integer coordinates. The set of all possible states of a cellular automaton with locators is denoted by $\Sigma$.

If $\alpha \in \mathbb{Z}^{k}$ and $(e, f)$ is a state of a cellular automaton with locators $\sigma$, then the value $e(\alpha)$ is called the signal of the cell $\alpha$, defined by the state $(e, f)$, and the value $f(\alpha)$ is the state of the cell $\alpha$, determined by the state $(e, f)$. For each $i \in\{1, \ldots, m\}$ the value

$$
\begin{equation*}
s_{i}(\alpha)=\sum_{\beta \in \nu_{i}(\alpha) \cap \mathbb{Z}^{k}} e(\beta) \tag{1}
\end{equation*}
$$

we call the value of the locator $\nu_{i}$, determined by the state $(e, f)$. Here, in the summation the semigroup operation + defined on $E_{q}$ is used.

On the set $\Sigma$ we define the global transition function $\Phi$ of a cellular automaton with locators $\sigma$, putting $\Phi(e, f)=\left(e^{\prime}, f^{\prime}\right)$, where $(e, f),\left(e^{\prime}, f^{\prime}\right) \in$ $\Sigma$ and for any cell $\alpha \in \mathbb{Z}^{k}$ the following identities hold

$$
\begin{align*}
f^{\prime}(\alpha) & =\varphi\left(f(\alpha), f\left(\alpha+\alpha_{1}\right), \ldots, f\left(\alpha+\alpha_{h-1}\right), s_{1}(\alpha), \ldots, s_{m}(\alpha)\right)  \tag{2}\\
e^{\prime}(\alpha) & =\psi\left(f(\alpha), f\left(\alpha+\alpha_{1}\right), \ldots, f\left(\alpha+\alpha_{h-1}\right), s_{1}(\alpha), \ldots, s_{m}(\alpha)\right) \tag{3}
\end{align*}
$$

A meaningful interpretation of the mapping $\Phi$ is that the signal of each cell and the state of each cell "after the transition" is determined by the state of the neighborhood of the cell and by the values of the locators "before the transition" using the rules $\psi$ and $\varphi$ in the same way for all cells.

By the behavior of a cellular automaton with locators $\sigma$ we call a sequence $\left(e_{0}, f_{0}\right),\left(e_{1}, f_{1}\right),\left(e_{2}, f_{2}\right), \ldots$ of states such that the equation $\left(e_{i+1}, f_{i+1}\right)=$ $\Phi\left(e_{i}, f_{i}\right)$ holds for all $i=0,1,2, \ldots$ The state $\left(e_{i}, f_{i}\right)$ is called the state of
the cellular automaton with locators $\sigma$ at the time $i$, and $\left(e_{0}, f_{0}\right)$ is also called the initial state of the cellular automaton with locators $\sigma$.

A state of a cellular automaton is called a configuration if only a finite number of cells is in a state other than 0 and the signals of all cells are zero. The set of configurations is denoted by $\Sigma^{\prime}$.

If a certain state of a cellular automaton is specified, then cells that are in a state other than 0 are called active.

## 3. Corrections for the definition

### 3.1. Restriction on solid angles

According to the definition in Section 2, a solid angle is a union of rays intersecting some hypersurface. However, even in the two-dimensional case, an angle is defined by a real number which can be used to encode an infinite amount of information. For the two-dimensional case, we propose to restrict the set of solid angles to the set of angles bounded by rays going through points with rational coefficients.

For the multidimensional case, there is even more freedom of choice of a solid angle. In this case, we propose to introduce the following restriction: the boundary of a solid angle should consist of hyperplanes spanned by points with integer coordinates. Note that degenerate solid angles completely contained in a subspace of a lower dimension are also allowed. Boundary of such a degenerate angle should consist of parts of hyperplanes specified by linear equations with integer coefficients.

### 3.2. Restrictions on the semigroup and the broadcasting function

The definition of cellular automaton requires the existence of a distinguished zero state which is preserved by the transition function. It is natural to add a similar requirement for the broadcasting alphabet. Formally, in [1] the set $E$ always has a form $\{0, \ldots, q-1\}$ and contains 0 , however, there is no requirement that $0+x=0$. We propose not to require that $E$ has the form $\{0, \ldots, q-1\}$ but could contain elements of arbitrary type (apart from numbers, it is often convenient to use pairs or sets of numbers), but require that the semigroup $(E,+)$ is a monoid, i.e. there exists a neutral element $0 \in E$ such that $0+x=x$ for all $x \in E$.

In [1] there is a restriction on the transition function $\varphi(\mathbf{0}, \mathbf{0})=0$. It is natural to add a similar restriction on the broadcasting function:

$$
\psi(\mathbf{0}, \nu)=0
$$

i.e. an inactive cell that doesn't have active neighbors cannot broadcast nonzero signals.

### 3.3. Partial definiteness of the global transition function

In equation (1) the value of locator $s_{i}(\alpha)$ is defined as a sum of the infinite number of terms by the integer points of the solid angle where a semigroup operation is used as an addition. An infinite sum is understood here in the usual sense (as the limit of partial sums) with the clarification that a discrete topology is introduced on the set $E$. In this case, for the series to converge, it is necessary that starting from some moment, the partial sums are equal to a constant, which is the sum of the series. This sum can be undefined if the sum involves an infinite number of nonzero terms. In the general case, the value of the locator is a partially defined function. Hence the global transition function of the CA with locators is also partially defined. However, even here a proof of correctness is required, namely, we need to prove that the convergence of the series (1) and the value of the sum does not depend on the order of terms (in the case of numerical series, this is true only for absolutely convergent series).

Proposition 1. Let $(E,+)$ be a commutative semigroup with discrete topology. Let $\left\{x_{j}\right\}_{j=1}^{\infty}$ be a sequence of elements $E$, $\left\{y_{j}\right\}_{j=1}^{\infty}$ be its permutation $\left(y_{j}=x_{i_{j}}\right)$. Then if one of the series $\sum_{j=1}^{\infty} x_{j}$ and $\sum_{j=1}^{\infty} y_{j}$ converges, then the second also converges and their sums coincide.

Доказательство. The proof goes by way of contradiction. Without loss of generality, assume that $\sum_{j=1}^{\infty} y_{j}=a$, and the series $\sum_{j=1}^{\infty} x_{j}$ either diverges or its sum is not equal to $a$. This means that in the sequence of partial sums $\left(X_{n}\right)_{n=1}^{\infty}, X_{n}=\sum_{j=1}^{n} x_{j}$ there is an infinite number of terms not equal to $a$. Since the first series converges, there exists $N_{0}$ such that for all $n \geq N_{0}$ the partial sum $Y_{n}=\sum_{j=1}^{n} y_{j}$ is equal to $a$. This means that $a+y_{j}=a$ for all $j>N_{0}$.

We denote $K_{n}=\left\{j \mid i_{j} \leq n\right\}$. Take $N \geq \max _{j \leq N_{0}} i_{j}$ such that $X_{N}=b \neq$ $a$. By construction $1,2, \ldots, N_{0} \in K_{N}$. Hence
$b=X_{N}=\sum_{j=1}^{N} x_{j}=\sum_{k \in K_{N}} y_{k}=\sum_{k=1}^{N_{0}} y_{j}+\sum_{j>N_{0}, j \in K_{N}} y_{j}=a+\sum_{j>N_{0}, j \in K_{n}} y_{j}=a$.
However $b \neq a$ by our assumption, and we have a contradiction. Hence $\sum_{j=1}^{\infty} x_{n}=a$, as required.

A state of a CA with locators is called finite if there is only a finite number of active cells. Note that, taking into account the previous corrections, for
finite states the global function is defined since only active cells can broadcast nonzero signals. However, consider such a CA with locators:

$$
\sigma=(\mathbb{Z},\{0,1\}, \varnothing,\{0,1\}, \max ,\{\Omega\}, \max , \max )
$$

where $\Omega$ corresponds to the locator that receives signals from all directions. Suppose at the first moment there is exactly one cell is in state 1, and thus the state is finite. Then this call broadcasts signal 1 and all the cells at the second moment receive signal $\max (0,1)=1$, hence they go to state 1 at the third moment. Therefore, the state at the third moment is not finite. If we take $\oplus$ instead of max as a semigroup operation, then the functioning at the first two moments will be the same, and at the third moment, the transition function will not be defined.

## 4. Interesting classes of CA with locators

### 4.1. Classes solving the problem of partial definiteness of the transition function

Taking into account the example from the Section 3.3, it is important to find classes of CA with locators $(\mathbb{Z}, Q, V, E,+, L, \varphi, \psi)$, where the definiteness of the global transition function is guaranteed at any moment of time for some class of initial conditions.

### 4.1.1. Idempotent monoid

Consider the case when the monoid $(E,+)$ is idempotent (is a semilattice), that is, $x+x=x$ for all $x \in E$. In this case, the sum of an infinite number of terms depends only on the set of terms present in the sum, and thus reduces to a finite sum. Therefore, we have the following statement.

Proposition 2. If the monoid $(E,+)$ is idempotent, then the global transition function of a CA with locators $\sigma=(\mathbb{Z}, Q, V, E,+, L, \varphi, \psi)$ is defined everywhere.

For example, if $E$ is a linearly ordered set, then $(E, \max )$ is an idempotent monoid with neutral element $\min E$.

### 4.1.2. Finite CA with locators

We will say that the CA with locators $\sigma$ is finite if for any finite state $S$ of $\sigma$ the next state $\Phi(S)$ is also finite.

Proposition 3 (Sufficient condition for the finiteness of a CA with locators). Let $\sigma=\left(\mathbb{Z}^{n}, Q, V, E,+,\left\{\nu_{1}, \ldots, \nu_{m}\right\}, \varphi, \psi\right)$ be a CA with locators satisfying the following condition:

$$
\text { if } \varphi\left(\overrightarrow{\mathbf{0}},\left(e_{1}, \ldots, e_{m}\right)\right) \neq 0 \text {, then } \bigcap_{i: e_{i} \neq 0} \nu_{i}=\varnothing \text {. }
$$

Then $\sigma$ is finite.
In this statement it is important that we exclude vertex from the solid angle, otherwise, the intersection of the solid angles $\nu_{i}$ would always contain the origin.

Доказательство. Consider an arbitrary finite state $s$. Let $A$ be a set of all cells that are either active itself or have active neighbors, $r$ be the maximum Euclidean distance between elements of $A$.

Suppose the state $\Phi(s)$ is not finite. In this case, there is an infinite set $M$ of cells that was not active and didn't have active neighbors in the finite state $s$ and that became active in the state $\Phi(s)$. For each cell $x$ from $M$ consider the set of its active locators $a(x)$ and choose such a set of locators $L^{\prime} \subset L$ that occurs infinitely many times among $a(x)$ for $x \in M$. Let $M^{\prime}=$ $\left\{x \in M: a(x)=L^{\prime}\right\}$.

Without loss of generality we assume that $L^{\prime}=\nu_{1}, \ldots, \nu_{k}$. From the statement condition we have $\bigcup_{j=1}^{k} \nu_{j}=\varnothing$.

Let $S$ be the unit sphere in $\mathbb{R}^{n}, P=\prod_{j=1}^{k}\left(\nu_{i_{j}} \cap S\right)$. Let us show that

$$
\begin{equation*}
\hat{d}:=\inf _{p \in P} \max _{1 \leq j, j^{\prime} \leq k}\left\|p_{j}-p_{j^{\prime}}\right\|>0 \tag{4}
\end{equation*}
$$

where $\|\cdot\|$ is the Euclidean norm.
Note that each set $\nu_{i_{j}} \cap S$ is compact, therefore, their product $P$ is also a compact set. Hence continuous function $d(p):=\max _{j \neq j^{\prime}}\left\|p_{j}-p_{j^{\prime}}\right\|$ reaches its minimum on the compact set $P$. Suppose, this minimum is 0 . Then there exist $p \in P, p_{j} \in \nu_{j}$ such that $p_{j}=p_{j^{\prime}}$ for all $1 \leq j, j^{\prime} \leq k$, that is, $p_{1}=\ldots .=p_{k} \in \bigcap_{j=1}^{k} \nu_{j}=\varnothing$, and we obtain a contradiction. Hence (4) is satisfied.

Since the set $M^{\prime}$ is infinite, there exists an element $x \in M^{\prime}$ located at a distance $D>r / d$ from the set $A$. Since the cell $x$ has the locators $\nu_{1}, \ldots, \nu_{k}$ active, there exist elements $y_{1}, \ldots, y_{k} \in A$ such that $v_{j}=y_{j}-x \in \nu_{j}$. Put
$p_{j}=\frac{v_{j}}{\left\|v_{j}\right\|}$. Then for any $1 \leq i, j \leq k$ the following holds:

$$
\begin{aligned}
\left\|p_{i}-p_{j}\right\|^{2} & =\left\|p_{i}\right\|^{2}+\left\|p_{j}\right\|^{2}-2\left(p_{i}, p_{j}\right)=2-2 \frac{\left(v_{i}, v_{j}\right)}{\left\|v_{i}\right\|\left\|v_{j}\right\|} \leq \\
& \leq \frac{\left\|v_{i}\right\|}{\left\|v_{j}\right\|}+\frac{\left\|v_{j}\right\|}{\left\|v_{i}\right\|}-2 \frac{\left(v_{i}, v_{j}\right)}{\left\|v_{i}\right\|\left\|v_{j}\right\|}=\frac{\left\|v_{i}-v_{j}\right\|^{2}}{\left\|v_{i}\right\|\left\|v_{j}\right\|} \leq \\
& \leq \frac{\left\|v_{i}-v_{j}\right\|^{2}}{D^{2}}=\frac{\left\|y_{i}-y_{j}\right\|^{2}}{D^{2}} \leq \frac{r^{2}}{D^{2}}<d^{2} .
\end{aligned}
$$

Thus, $\max _{1 \leq i, j \leq k}\left\|p_{i}-p_{j}\right\|<d$. On the other hand, $p_{j} \in \nu_{j} \cap S$, that is, $p=\left(p_{1}, \ldots, p_{k}\right) \in P$ which contradicts (4). Hence, our assumption is wrong, and the state $\Phi(s)$ is finite which completes the proof.

### 4.2. Class with simple physical implementation

It is most natural to imagine the implementation of a CA with locators as a chip. The broadcasting should be implemented by some device that "sums up" an unlimited number of electrical signals. Such a device can consist of the following elements: a conductor connected to all cell outputs to be summed; an amplifier with the input connected to the conductor and output connected to the locator inputs of all the cells. Thus, if one of the cells emits a signal, this signal will be amplified and signal 1 will come to the locators of all cells. If all the cells emit 0 , then 0 will come to the locators of all cells as well. In such a way we can implement the operation max from an unlimited number of arguments taking values from the set $\{0,1\}$.

However, for a CA with locators, it is required to be able to calculate $\max _{i \neq j} a_{j}$ for all $i=1, \ldots, m$. Note that

$$
\max _{j \neq i} a_{j}=\min \left(\sum_{j \neq i} a_{j}, 1\right)=\min \left(\min \left(\sum_{j=1}^{m} a_{j}, 2\right)-a_{i}, 1\right) .
$$

it is also possible to implement operation $M_{2}\left(a_{1}, \ldots, a_{n}\right)=\min \left(\sum_{j=1}^{m}, 2\right)$, but more difficult than the operation max. For example, this can be done as follows. Each input representing an operation argument equal to 1 outputs a limited current to the wire connecting all the arguments and connected to the neutral wire through a resistor. Depending on the number of inputs equal to 1 , there would be different voltages on the connecting conductor. The conductor itself can be connected to two comparators, of which one is triggered at voltage when at least one input is active, and the other is triggered when at voltage when at least 2 inputs are active. Using the results of these comparators, it is easy to obtain the value of the function $M_{2}$. Then, through the common wire, we can connect the result $s=M_{2}\left(a_{1}, \ldots, a_{m}\right)$ back
to all cells, and calculate $\min \left(s-a_{i}, 1\right)$ in the $i$-th cell. Thus, the result in $i$-th cell is $\max _{j \neq i} a_{j}$ as required.

Using $n$ copies of such a circuit, we can implement the Max operation on the set $\{0,1\}^{n}$, which is a component-wise max operation:

$$
\operatorname{Max}\left(\left(a_{1}^{1}, \ldots, a_{n}^{1}\right), \cdots,\left(a_{1}^{m}, \ldots, a_{n}^{m}\right)\right)=\left(\max \left(a_{1}^{1}, \ldots, a_{1}^{m}\right), \cdots, \max \left(a_{n}^{1}, \ldots, a_{n}^{m}\right)\right)
$$

Let show that arbitrary idempotent commutative monoid $(E,+)$ where $|E|=n<\infty$ can be implemented using operation Max and ordinary logic gates. To do this, we encode nonzero elements of $E$ by the tuples $(1,0, \ldots, 0),(0,1,0, \ldots, 0), \ldots,(0, \ldots, 0,1) \in\{0,1\}^{n-1}$, and we encode $0 \in E$ by the all-zero tuple. Let $v$ be the described encoding function. For the set $E^{\prime}=\left\{e_{1}, \ldots, e_{m}\right\} \subseteq E$, we define $\hat{v}\left(E^{\prime}\right)=\operatorname{Max}_{e \in E^{\prime}} v(e)$. In the tuple $\hat{v}\left(E^{\prime}\right)$ ones occur at positions corresponding to nonzero elements of the set $E^{\prime}$. Boolean operator $F: \hat{v}\left(E^{\prime}\right) \mapsto v\left(\sum_{e \in E^{\prime}} e\right)$ can be implemented by a logic circuit. Using the idempotency of the monoid, for an arbitrary number of arguments we have

$$
v\left(\sum_{i \in I} e_{i}\right)=v\left(\sum_{e \in\left\{e_{i} \mid i \in I\right\}} e\right)=F\left(\hat{v}\left(\left\{e_{i} \mid i \in I\right\}\right)\right)=F\left(\operatorname{Max}_{i \in I} v\left(e_{i}\right)\right)
$$

So, we proved that for any finite idempotent monoid it is possible to implement its semigroup operation from an unlimited number of elements using a fixed logic circuit and several conductors connected to all cells whose outputs are summed up.

This is exactly the class of monoids from Section 4.1.1, for which the global transition function is defined everywhere. The situation with the implementation of locators is worse. The conductor conducts in the same way in all directions. If we use diodes that pass current only in one direction, the depth of the circuit will immediately become linear in the number of arguments, and in this case, it is no longer possible to say that the broadcast is instant, thus the goal of using this model is lost. Therefore, only solid angles coinciding with subspaces can be implemented by the described method. For example, $\Omega$ is implemented if the outputs of all cells are connected with a plate. We can make a layer with many wires going in the same direction. Thus we can implement the locator $\{v,-v\}$, where $v$ is the direction of the wires in this layer.

Implementation of other locators requires the use of some other physical principles that go beyond conventional circuit design.
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## 1. Introduction

The problem of designing circuits which compute Boolean functions and are optimal or suboptimal in some sense appeared in the middle of the 20th century due to the rapid development of computer technology. One of the most intensive studied circuit models since the 1950s is Boolean circuits. The number of gates (also size or complexity) is a natural complexity measure for Boolean circuits. One may define the complexity of a Boolean function as the minimal size of a Boolean circuit computing the function. Muller [22] showed that the size of every Boolean function of $n$ variables does not exceed $O\left(\frac{2^{n}}{n}\right)$. Lupanov [19] proved that the complexity of almost all Boolean functions over the standard basis $\{\mathrm{V}, \&, \neg\}$ is asymptotically equal to $\frac{2^{n}}{n}$. Also Lupanov obtained asymptotic bound for the complexity of Boolean functions with respect to any finite basis.

In practice when designing Boolean circuits one must take into account several factors including placement of gates, wiring and others. Models of Boolean circuits considering these factors to some extent were studied in some papers appeared since the 1960s. Korshunov [15] obtained size bounds for Boolean circuits embedded in a 3-dimensional space with lower-bounded

[^8]distances between gates, lower-bounded distances between wires and upperbounded lengths of wires. Kravtsov [17] considered Boolean circuits with gates placed in cells of a rectangular grid and proved the order of $2^{n}$ for the Shannon function. McColl [20] obtained Shannon function lower bound $\Omega\left(2^{n}\right)$ for planar circuits.

Models of cellular circuits similar to Kravtsov's model were considered in several more recent papers. Albrecht [1] showed that Shannon function asymptotics for cellular circuits has a form $c \cdot 2^{n}$, where $c$ is a constant dependent on a basis. Gribok [8] obtained Shannon function asymptotics to $2^{n}$ for a special basis of cellular elements. The connection between size and other complexity measures for cellular circuits also has been examined. Cheremisin [4] showed that it is impossible to design a cellular circuit of optimal size and activity simultaneously for a binary decoder. Kalachev [9, 10, $11,12,13]$ researched simultaneous minimization of a size, depth and activity for cellular circuits. Efimov [5,6] examined potential of three-dimensional cellular circuits.

VLSI circuits are one of the closest to practice circuit models. In VLSI circuits length of wires define the signal propagation time between gates. VLSI circuits have been studied in a number of papers and books (Thompson [27], Ullman [28]). Kramer and van Leeuwen [16] researched simultaneous minimization of size (area) and period.

Another direction of research is studying connections between complexity measures for different circuit models. Savage [23, 24] examined the connection between VLSI circuits and planar circuits. Shkalikova [25] showed a relation between the area of flat circuits and the volume of three-dimensional circuits.

The bounds of size proved for the mentioned above circuit models are above Lupanov's bound $\frac{2^{n}}{n}$ for Boolean circuits size. One of the reasons for this difference is that it's impossible to conduct arbitrary number of wires between gates under spatial constraints. If Boolean circuits are embedded into a graph (e.g. rectangular grid), the number of wires that can be conducted between fragments of the graph is naturally bounded by the size of edge separator in the graph.

In this paper we examine the relation between Shannon function and separability properties of the graph where Boolean circuits are embedded. We consider embeddings with constraints from [26]:

- No more than 1 non-identity gate of a Boolean circuit can be embedded into any vertex of a graph.
- No more than $k$ wires of a Boolean circuit can be embedded into any edge of a graph.

The main result of this paper is the lower bound of Shannon function for graphs with a separator of size $O\left(p^{\lambda}\right)$, where $p$ is the order of a graph and
$0<\lambda<1$. We call such graphs as $\lambda$-separable. We also show that the proved lower bound is applicable to circuits embedded into a space with two or more dimensions. Given the Shannon function upper bound for multidimensional rectangular circuits [26], we obtain the Shannon function asymptotics for this model of circuits.

## 2. Key definitions and results

### 2.1. Multilayer circuits

The model of multilayer circuits with a single logical layer was introduced in [26]. Let us briefly summarize key definitions.

According to [3, p. 148], a Boolean circuit in a basis $B$ is a labeled directed acyclic graph. The labeling of vertices defines which vertices are inputs or outputs. It also maps all non-input vertices to Boolean functions from the basis $B$. Edges (wires) of a Boolean circuit are labeled by integers, and for each vertex the labeling of its input edges defines the order of arguments for the Boolean function mapped to the vertex.

A support is a nonempty graph with a finite or countable number of vertices. In general a support may contain multiple edges or self-loops.

An embedding of a Boolean circuit $S$ into a support $T$ is a homomorphism $h: S \rightarrow T$.

A circuit with a support $T$ is a pair $(S, h)$ where $S$ is a Boolean circuit and $h$ is an embedding of $S$ into $T$. We use the term "circuit" instead of "circuit with a support" for brevity where it would not cause a misreading. A circuit $(S, h)$ computes a Boolean function $f$ if a Boolean circuit $S$ computes $f$.

In practical terms these definitions may be interpreted as follows. One of the problems in VLSI design is an embedding of gates and wires into a plate. The plate may be considered as a graph, i. e. as a support for Boolean circuits.

Usually there are various constraints on embeddings in circuit design problems. In this paper we consider the following constraints.

Constraint 1. Any vertex of a support may contain no more than 1 gate computing non-identity Boolean function.

Constraint 2. Any edge of a support may contain no more than $k$ wires of a Boolean circuit.

These constraints may be interpreted as follows. A circuit consists of $k$ "layers" where only one layer is "logical" (i. e. may contain gates computing non-identity Boolean functions). The remaining layers are used only for wiring. Therefore we call the circuits under constraints $1-2$ as multilayer circuits.

Let us denote by $M_{k}^{T}$ the set of all $k$-layer circuits with a support $T$.
The complexity of a multilayer circuit is the number of support vertices used in the corresponding embedding. If $M$ is a set of multilayer circuits and $f$ is a Boolean function, one may naturally define the complexity of the function $f$ in the set $M$ as the minimal complexity of a circuit from $M$ computing $f$. If no such a circuit exists in $M$, we may formally consider infinity as the complexity of $f$. Let us denote the complexity of the function $f$ in the set $M$ as $L(M, f)$.

One may naturally define the Shannon function of the complexity of $k$ layer circuits with the support $T$ :

$$
L\left(M_{k}^{T}, n\right)=\max _{f \in B_{n}} L\left(M_{k}^{T}, f\right)
$$

### 2.2. Supports

The properties of a support are crucial for embeddings, as under the same constraints in general different supports admit different sets of embeddings. In this paper we consider $\lambda$-separable graphs as supports. We also consider $d$-dimensional graphs as an important special case of $\lambda$-separable graphs.

A class $\mathcal{G}$ of graphs is monotone if every subgraph of a graph in $\mathcal{G}$ also belongs to $\mathcal{G}$.

### 2.2.1. Classes of graphs $\mathcal{G}(q, \theta)$ and $\mathcal{G}(\lambda, q, \theta)$

Let $q \in \mathbb{N}$ and $\theta>1$ be some constants. Let us define class of graphs $\mathcal{G}(q, \theta)$ as the set of all supports with the following properties:

- Degree of each vertex in $T$ is bounded by $q$.
- For any integer $p$ the number of different non-isomorphic subgraphs of $T$ with $p$ vertices does not exceed $\theta^{p}$.

The first property (bounding for vertex degree) is a natural limitation for circuit design problems. The second property is met for several important categories of graphs, including planar graphs [2] and $d$-dimensional graphs defined below.

The formal definition of $\lambda$-separability is considered in the section 3 . Substantively each subgraph of a $\lambda$-separable support can be split into smaller fragments by removing $O\left(p^{\lambda}\right)$ vertices (edges), where $p$ is the number of vertices in the subgraph and $0<\lambda<1$.

We denote the subclass of $\lambda$-separable supports from $\mathcal{G}(q, \theta)$ as $\mathcal{G}(\lambda, q, \theta)$.

### 2.2.2. $d$-dimensional graphs

Let $d \geq 2$ be an integer. A support $T$ is a $d$-dimensional graph, if there are constants $c_{v}>0, c_{e}>0$ such that $T$ can be embedded into $d$-dimensional Euclidean space with pairwise distances between vertices no less than $c_{v}$ and edge lengths no greater than $c_{e}$.

Remark 1. The constraints in the definition of $d$-dimensional graphs are similar to the constraints in the definition of circuits with volumetric gates from Korshunov's paper [15].

Remark 2. We can always assume that one of the constants $c_{v}$ and $c_{e}$ is equal to 1 . Below we assume that $c_{v}=1$.

Remark 3. It's clear that every finite support is a $d$-dimensional graph with a great enough value of $c_{e}$. Therefore the definition of $d$-dimensional graphs is senseless for finite supports. However one may define a class of d-dimensional graphs with a parameter $c_{e}$, where the constant $c_{e}$ is common for all graphs in the class. It's obvious that such a class is a monotone class of graphs. Below we omit the constant $c_{e}$ and speak about a d-dimensional class of graphs in cases when the value of $c_{e}$ is not important.

Example 1. The graph of a $d$-dimensional grid is a $d$-dimensional graph. It's sufficient to consider $c_{e}=1$.

Example 2. One can prove that the graph of an infinite binary tree is not $d$-dimensional for any $d$. Indeed, the number of vertices at distance $p$ from the root depends on $p$ exponentially, though the number of $d$-dimensional balls with radii 1 that can be placed into a ball with radii $c_{e} \cdot d$ is $O\left(p^{d}\right)$.

Embedding of Boolean circuits into $d$-dimensional grid was considered in [26]. As in that paper, we use the term multidimensional rectangular circuits for such circuits and use the notation $M_{k}^{d}$ instead of $M_{k}^{\mathbb{Z}^{d}}$.

In section 5 we prove that all $d$-dimensional supports belong to classes $\mathcal{G}(\lambda, q, \theta)$ for $\lambda=\frac{d-1}{d}$ and some values of $q$ and $\theta$.

### 2.3. Other designations and agreements

The expression $\log a$ always denotes a base two logarithm of $a$. We formally assume that $x \log x=0$ for $x=0$.

We denote by $B_{n, m}$ the set of Boolean functions with $n$ inputs and $m$ outputs ( $n \geq 0, m \geq 1$ ).

The expression $f(x) \lesssim g(x)$ corresponds to the inequality $\varlimsup_{x \rightarrow \infty} \frac{f(x)}{g(x)} \leq$ 1. Similarly we use the expression $f(x) \gtrsim g(x)$. We may use a complex condition when passing to a limit, e. g. $f(n, k) \lesssim g(n, k)$ as $k \rightarrow \infty, \log k \leq n$.

### 2.4. Results

In this paper for every support $T \in \mathcal{G}(\lambda, q, \theta)$ we prove that

$$
L\left(M_{k}^{T}, n\right) \gtrsim \max \left(\frac{2^{n}}{n}, \frac{2^{n}(1-\lambda)}{\log k}\right) \quad \text { as } \quad k \rightarrow \infty, n \rightarrow \infty .
$$

It is also proved that every $d$-dimensional support belongs to the class $\mathcal{G}(\lambda, q, \theta)$ for $\lambda=\frac{d-1}{d}$ and some constants $q$ and $\theta$. Therefore the following lower bound holds for for $d$-dimensional supports:

$$
L\left(M_{k}^{T}, n\right) \gtrsim \frac{2^{n}}{\min (n, d \log k)} \quad \text { as } \quad k \rightarrow \infty, n \rightarrow \infty .
$$

An upper bound of Shannon function for multidimensional rectangular circuits matching the lower bound above was proved in [26]. Thus we have the asymptotics of Shannon function for multidimensional rectangular circuits:

$$
L\left(M_{k}^{d}, n\right) \sim \frac{2^{n}}{\min (n, d \log k)} \quad \text { as } \quad k \rightarrow \infty, n \rightarrow \infty .
$$

### 2.5. The structure of the paper

In this paper all the proofs are divided into three sections.
Section 3 contains definitions related to graph separators. The main result of the section is lemma 2. The point of the lemma is that $\lambda$-separable graphs supporting "good" (in some sense) partitioning into two parts also support "good" partitioning into many parts.

Section 4 contains the proof of the lower bound for Shannon function of the complexity for supports from classes $\mathcal{G}(\lambda, q, \theta)$. The key part of this section is lemma 7 .

Section 5 is devoted to the proof of the lower bound for Shannon function for $d$-dimensional supports. The section also contains the asymptotics of Shannon function for multidimensional rectangular circuits as a corollary. Essentially it's proved that every $d$-dimensional support belongs to a class $\mathcal{G}(\lambda, q, \theta)$ for $\lambda=\frac{d-1}{d}$ and some constants $q$ and $\theta$.

## 3. Graph separators and their properties

### 3.1. Definitions and the simplest properties of separators

In this section we provide the definitions of edge and vertex separators in graphs and prove some of the simplest properties of separators.

Edge separators. We define edge separators similarly to the definitions of vertex separators from [18].

Definition 1. Let $f: \mathbb{N} \rightarrow \mathbb{R}$ be a function. A monotone class of graphs $\mathcal{G}$ is edge $f(p)$-separable if there exist constants $\frac{1}{2} \leq \alpha<1, \beta \geq 0, m \geq 2$ such that any graph $G \in \mathcal{G}$ with $p$ vertices $(p \geq m)$ can be split into two subgraphs with no more than $\alpha p$ vertices each and no more than $\beta f(p)$ edges between the subgraphs.

Remark 4. The constant $m$ is technically important, since it allows not to consider some corner cases. For example graph $K_{1}$ cannot be split into two nonempty subgraphs in principle, thus we may always assume that $m \geq 2$. In general $m$ may be greater than 2 .

Definition 2. Let $f: \mathbb{N} \rightarrow \mathbb{R}$ be a function. A support $T$ is edge $f(p)$ separable if the monotone class of all finite subgraphs of $T$ is edge $f(p)$ separable.

The interesting case is when $f(p)$ is a slowly growing function. Essentially this allows to use the divide-and-conquer technique for obtaining effective algorithms and non-trivial lower bounds in proofs. In this paper we consider the function $p^{\lambda}$ with $0<\lambda<1$ as $f(p)$. We also call edge $p^{\lambda}$-separable supports and monotone classes of graphs as edge $\lambda$-separable.

Vertex separators. The following definition of a vertex separator is a modification of definition 2.1 from [21] applied to monotone classes of graphs.

Definition 3. Let $f: \mathbb{N} \rightarrow \mathbb{R}$ be a function. A monotone class of graphs $\mathcal{G}$ is vertex $f(p)$-separable if there exist constants $\frac{1}{2} \leq \alpha<1, \beta \geq 0, m \geq 2$ such that for any graph $G \in \mathcal{G}$ with $p$ vertices $(p \geq m)$ there exists a partition of $V(G)$ into three parts $A, B, C$ satisfying the following conditions:

- There are no edges from $A$ to $B$.
- $|A|,|B| \leq \alpha p$.
- $|C| \leq \beta f(p)$.

It's obvious that for any monotone class of graphs edge $f(p)$-separability implies vertex $f(p)$-separability, as one may consider endpoints of an edge separator as a vertex separator. The converse is not always true. For example, the class of stars $K_{1, p}$ and their subgraphs is vertex 1-separable, but is not edge 1-separable.

The following simple lemma shows that vertex $f(p)$-separability implies edge $f(p)$-separability for monotone classes of graphs with bounded vertex degree.

Lemma 1. Let $\mathcal{G}$ be a monotone class of vertex $f(p)$-separable graphs with the parameters $\alpha, \beta, m$ where vertex degree of any graph is bounded by $q$. Then $\mathcal{G}$ is edge $f(p)$-separable with parameters $\max \left(\frac{2}{3}, \alpha\right), q \beta$ and $\max (m, 2)$.

Proof. We'll show how to obtain an edge separator from a vertex separator.
Let $G \in \mathcal{G}$, where $|V(G)|=p \geq \max (m, 2)$. By the definition of vertex separability $V(G)$ can be divided into three sets $A, B, C$, where $C$ is a separator. Here $|A|,|B| \leq \alpha p,|C| \leq \beta f(p)$.

Let us move vertices from $C$ to $A$ and $B$ in a way to keep the sizes of the resulting sets as close to each other as possible. We denote the resulting sets by $A^{\prime}$ and $B^{\prime}$. Considering the way of constructing $A^{\prime}$ and $B^{\prime}$, we obtain $1 \leq\left|A^{\prime}\right|,\left|B^{\prime}\right| \leq \max \left(\frac{2}{3}, \alpha\right) \cdot p$.

Each edge connecting $A^{\prime}$ and $B^{\prime}$ is incident to at least one vertex from $C$. Since vertex degree is bounded by $q$, the total number of such edges does not exceed $q|C| \leq q \beta f(p)$.

Since values $\max \left(\frac{2}{3}, \alpha\right), q \beta$ and $\max (m, 2)$ do not depend on a graph, edge $f(p)$-separability of $\mathcal{G}$ is proved.

Thereby when we define a class $\mathcal{G}(\lambda, q, \theta)$ it does not matter whether we use edge $\lambda$-separability or vertex $\lambda$-separability, as all graphs from the class have vertex degree bounded by $q$.

### 3.2. Partitioning of $\lambda$-separable graphs

Informally the key result of this section is the following statement. Since a $\lambda$-separable graph can be split into two disconnected parts of comparable size by removing a small number of edges, the graph can also be split into many disconnected parts of bounded size by removing a small number of edges.

The following lemma is the modification of lemma 1 from [7] for planar graphs.

Lemma 2. Let $\mathcal{G}$ be a monotone class of edge $\lambda$-separable graphs with the parameters $\alpha, \beta$ and $m$, where $0<\lambda<1, \frac{1}{2} \leq \alpha<1, \beta \geq 0$, $m \geq 2$. Then for each $r \geq m-1$ and for each graph $G \in \mathcal{G}$ with $p$ vertices there exists partition of $G$ into subgraphs such that

- The number of vertices in each subgraph does not exceed r.
- The total number of edges between subgraphs does not exceed $\frac{\delta p r^{\lambda}}{r}$, where $\delta$ is a constant common for all graphs of the class and for all values of $r$.

We call the corresponding partition of the graph as $r^{\lambda}$-partition.

Proof. The proof of the lemma is similar to the proof of lemma 1 from [7]. We provide the detailed version of the proof for completeness.

Let $r \geq m-1, G \in \mathcal{G},|V(G)|=p$. If $p \leq r$, then the trivial partition containing a single graph $G$ suffices.

Let $p>r$. By the definition of edge $\lambda$-separability graph $G$ can be partitioned into two subgraphs $A$ and $B$ with no more than $\alpha p$ vertices each and no more than $\beta p^{\lambda}$ mutually connecting edges. Since $\mathcal{G}$ is a monotone class, $A, B \in \mathcal{G}$. Thus both $A$ and $B$ can be similarly partitioned into two subgraphs. Let us recursively partition all the subgraphs until we have only pieces with no more than $r$ vertices.

Let us prove that the obtained partition is a $r^{\lambda}$-partition.
The constraint on the number of vertices in subgraphs (no more than $r$ vertices per subgraph) is satisfied by the algorithm of partitioning.

Let $X$ be the total number of edges deleted during the algorithm. We prove an upper bound for $X$. Let us split all subgraphs partitioned at any step of the algorithm into sets $\mathcal{G}_{i}$ depending on the size of a subgraph. We include into $\mathcal{G}_{1}$ subgraphs with a size from a half-open interval $\left(r, r \alpha^{-1}\right]$. Similarly we include into $\mathcal{G}_{2}$ subgraphs with a size from a half-open interval $\left(r \alpha^{-1}, r \alpha^{-2}\right]$, and so on. If $t=\left\lceil\log _{\alpha} \frac{r}{p}\right\rceil$, the last set $\mathcal{G}_{t}$ includes subgraphs with a size from $\left(r \alpha^{-(t-1)}, r \alpha^{-t}\right]$.

Let $1 \leq i \leq t$. Consider the set $\mathcal{G}_{i}$. Note that vertex sets of distinct subgraphs from $\mathcal{G}_{i}$ do not intersect, since the ratio of sizes of such subgraphs is less than $\alpha$. Therefore the total size of all subgraphs in $\mathcal{G}_{i}$ does not exceed $p$. Hence $\left|\mathcal{G}_{i}\right| \leq \frac{p}{r} \cdot \alpha^{i-1}$. At the same time the total number of edges deleted when partitioning a graph from $\mathcal{G}_{i}$ does not exceed $\beta\left(r / \alpha^{i}\right)^{\lambda}$.

By summing over all subgraphs from sets $\mathcal{G}_{i}$ we obtain

$$
X \leq \beta \sum_{i=1}^{t} \frac{\alpha^{i-1} p}{r}\left(\frac{r}{\alpha^{i}}\right)^{\lambda} \leq \frac{\beta}{\alpha^{\lambda}\left(1-\alpha^{1-\lambda}\right)} \cdot \frac{p r^{\lambda}}{r} .
$$

This matches the constraint on the number of edges mutually connecting subgraphs of a $r^{\lambda}$-partition.

We use the following auxiliary notation below. Let $M, S>0$. We denote by $K(M, S)$ the number of tuples $\left(x_{1}, \ldots, x_{t}\right)$ satisfying the condition

$$
\begin{equation*}
1 \leq x_{i} \leq M, \quad \sum_{i=1}^{t} x_{i} \leq S \tag{1}
\end{equation*}
$$

If $\mathcal{G}$ is a monotone $\lambda$-separable class of graphs with vertex degree bounded by $q$, the properties of $r^{\lambda}$-partition may be stated as follows. Let $\bar{p}=\left\{p_{i}\right\}_{i=1}^{t}$ be a tuple of sizes of $r^{\lambda}$-partition subgraphs, and let $\bar{s}=\left\{s_{i}\right\}_{i=1}^{t}$ be a tuple
of numbers of edges connecting $r^{\lambda}$-partition subgraphs with the rest of the graph. Then

$$
\begin{equation*}
\bar{p} \in K(r, p), \quad \bar{s} \in K\left(q r, \frac{\delta p r^{\lambda}}{r}\right) \tag{2}
\end{equation*}
$$

## 4. Lower bound for $\lambda$-separable supports

In this section we prove the key result of this paper namely a theorem on the lower bound for all supports from classes $\mathcal{G}(\lambda, q, \theta)$.

$$
L\left(M_{k}^{T}, n\right) \gtrsim \max \left(\frac{2^{n}}{n}, \frac{2^{n}(1-\lambda)}{\log k}\right)
$$

Note that the lower bound depends only on the separability function. Parameters $q$ and $\theta$ do not affect the lower bound.

Substantively the proof is obtained in the following way. We partition a subgraph of a support into small fragments. Then we bound the number of Boolean functions computable in the subgraph by the number of Boolean functions computable in the fragments and the number of ways to conduct wires between the fragments.

Since the proof is technically involved we prove several auxiliary lemmas in a separate section 4.1. The proof of the main theorem is finished in section 4.2 .

### 4.1. Auxiliary lemmas

The following lemma is an immediate corollary of a classic lemma [3].
Lemma 3 ([3], p. 198). Let $N(n, m, L)$ be the number of Boolean functions with no more than $n$ inputs, no more than $m$ outputs and the complexity not greater than L. Then there exists a constant c such that

$$
N(n, m, L) \leq(c(n+L))^{n+m+L}
$$

We use $r^{\lambda}$-partitioning of support subgraphs to obtain the lower bound. Technical lemma 4 bounds the number of Boolean operators computable in fragments of a $r^{\lambda}$-partition.

Let $p$ and $s$ be positive integers. We denote by $Z(p, s)$ the number of Boolean functions with no more than $s$ inputs and outputs in total and the complexity not greater than $p$.

Recall the notation $K(M, S)$ introduced in section 3 for sets of tuples satisfying conditions (1). When proving lemma 4 we use the following simple property:

$$
\begin{equation*}
\text { If } \quad \bar{x}=\left\{x_{i}\right\}_{i=1}^{t} \in K(M, S), \quad \text { then } \quad \sum_{i=1}^{t} x_{i} \log x_{i} \leq S \log M \tag{3}
\end{equation*}
$$

We also use the following inequality for non-negative $x$ and $y$ :

$$
\begin{equation*}
(x+y) \log (x+y) \leq x \log x+y \log y+x+y \tag{4}
\end{equation*}
$$

which under the assumption $0 \log 0=0$ is a corollary of the binary entropy bound $-a \log a-(1-a) \log (1-a) \leq 1$ for $a=\frac{x}{x+y}$.
Lemma 4. Let $q \geq 1, b \geq 0, d>0$ be constants and let $k \rightarrow \infty$ be $a$ parameter. Denote $r=(k \log k)^{d}$. Let L, $M$ be numbers and $\bar{p}=\left\{p_{i}\right\}_{i=1}^{t}$, $\bar{s}=\left\{s_{i}\right\}_{i=1}^{t}, \bar{u}=\left\{u_{i}\right\}_{i=1}^{t}$ be tuples satisfying the following conditions:

$$
\begin{equation*}
\bar{p} \in K(r, L), \quad \bar{s} \in K\left(q k r, \frac{b L}{\log k}\right), \quad u_{i} \geq 0, \quad \sum_{i=1}^{t} u_{i} \leq M \tag{5}
\end{equation*}
$$

Then

$$
\begin{equation*}
\sum_{i=1}^{t} \log Z\left(p_{i}, s_{i}+u_{i}\right) \leq d\left(1+O\left(\frac{\log \log k}{\log k}\right)\right) L \log k+M \log M+O(M) \tag{6}
\end{equation*}
$$

Proof. Using lemma 3, we have

$$
Z\left(p_{i}, s_{i}+u_{i}\right) \leq\left(c\left(p_{i}+s_{i}+u_{i}\right)\right)^{p_{i}+s_{i}+u_{i}}
$$

Taking the logarithm and summing by all tuple elements, we obtain

$$
\begin{equation*}
\sum_{i=1}^{t} \log Z\left(p_{i}, s_{i}+u_{i}\right) \leq \sum_{i=1}^{t}\left(p_{i}+s_{i}+u_{i}\right)\left(\log c+\log \left(p_{i}+s_{i}+u_{i}\right)\right) . \tag{7}
\end{equation*}
$$

Using twice (4), then (3) with (5), we bound the right side of (7):

$$
\begin{aligned}
\sum_{i=1}^{t} & \left(p_{i}+s_{i}+u_{i}\right)\left(\log c+\log \left(p_{i}+s_{i}+u_{i}\right)\right) \leq \\
& \leq \sum_{i=1}^{t}\left(p_{i} \log p_{i}+s_{i} \log s_{i}+u_{i} \log u_{i}+\left(p_{i}+s_{i}+u_{i}\right)(\log c+2)\right) \leq \\
& \leq L \log r+\frac{b L}{\log k} \underbrace{\log (q k r)}_{O(\log k)}+M \log M+\underbrace{(\log c+2)\left(L+\frac{b L}{\log k}+M\right)}_{O(L+M)}= \\
& =L \log r+M \log M+O(L+M) .
\end{aligned}
$$

Substituting the bound into (7), we obtain

$$
\begin{aligned}
\sum_{i=1}^{t} \log Z\left(p_{i}, s_{i}+u_{i}\right) & \leq L \log r+M \log M+O(L+M)= \\
& =L d(\log k+\log \log k)+M \log M+O(L+M)= \\
& =\left(1+O\left(\frac{\log \log k}{\log k}\right)\right) L d \log k+M \log M+O(M)
\end{aligned}
$$

The following two lemmas allow to obtain a trivial lower bound for Shannon function for circuits with an arbitrary support.

Lemma 5 ([3], theorem 11.5). For each constant $\epsilon>0$ the ratio of Boolean functions of $n$ variables satisfying the inequality

$$
L(f) \geq(1-\epsilon) \frac{2^{n}}{n}
$$

approaches 1 as $n \rightarrow \infty$.
Lemma 6. Let $T$ be an arbitrary support, $k \in \mathbb{N}, n \rightarrow \infty$. Then

$$
L\left(M_{k}^{T}, n\right) \gtrsim \frac{2^{n}}{n}
$$

Proof. The lemma is an immediate corollary of lemma 5 and the fact that the complexity of a multilayer circuit is not less than the size of the corresponding Boolean circuit.

### 4.2. The lower bound theorem

In this section we finish the proof of lower asymptotic bound for $L\left(M_{k}^{T}, n\right)$, where $T \in \mathcal{G}(\lambda, q, \theta)$. We also prove a corollary allowing to obtain a lower bound for supports having separability function of more general type, e.g. $\log p, \sqrt{p} \log \log p$, etc.
Lemma 7. Let $T \in \mathcal{G}(\lambda, q, \theta)$. Let $N_{k}^{T}(n, m, L)$ be the number of Boolean functions in $B_{n, m}$ computable by $k$-layer circuits in $T$ with size not greater than $L$. Then as $k \rightarrow \infty$, the following inequality holds:

$$
\begin{aligned}
\log N_{k}^{T}(n, m, L) & \leq \frac{L \log k}{1-\lambda}\left(1+O\left(\frac{\log \log k}{\log k}\right)\right)+ \\
& +(n+m)(\log L+\log (n+m))+O(n+m)
\end{aligned}
$$

Proof. Let us denote $r=(k \log k)^{\frac{1}{1-\lambda}}$. We consider only great enough values of $k$ to suffice the conditions on $r$ from lemma 2. Thus every finite subgraph $G$ of the support $T$ has a $r^{\lambda}$-partition which we denote by $P(G)$.

We can build a mapping between $k$-layer circuits of size not greater than $L$ computing a Boolean function in $B_{n, m}$ and tuples of the following objects:

1) Subgraph $G$ of the support where we embed the corresponding Boolean circuit.
2) A tuple $\bar{v}$ of vertices of $G$ where we embed inputs and outputs of the Boolean circuit.
3) A set of directed wires between fragments of $P(G)$.
4) A tuple of Boolean functions computed in fragments of $P(G)$.

It is easy to see that circuits computing different Boolean functions are mapped to different tuples. Thus we can bound the number of Boolean functions by the number of possible tuples. Obviously we can bound the number of elements per each tuple item and find the product of the bounds.

Denote the corresponding upper bounds as $A_{1}, A_{2}, A_{3}, A_{4}$, where the correspondence is defined by the order of items above.

As $T \in \mathcal{G}(\lambda, q, \theta)$, we have

$$
A_{1} \leq \theta+\theta^{2}+\cdots+\theta^{L} \leq \frac{\theta^{L+1}}{\theta-1}
$$

Let us bound $A_{2}$. Obviously there exist $L^{n+m}$ tuples of $n+m$ vertices of $G$. Hence $A_{2} \leq L^{n+m}$.

The number of edges between the fragments of the $r^{\lambda}$-partition $P(G)$ is bounded by $\frac{\delta L r^{\lambda}}{r}=\frac{\delta L}{k \log k}$, where $\delta$ is a constant. In each of these edges we can conduct no more than $k$ wires. Thus there can be no more than $\frac{\delta L}{\log k}$ wires mutually connecting the fragments of $P(G)$. For each of these wires there are three options: directed in one way, directed in the opposite way and missed. Therefore

$$
A_{3} \leq 3^{\frac{\delta L}{\log k}}
$$

We introduce the following notation to obtain the bound for $A_{4}$. Let $G_{i}$ be the fragments of $P(G), t$ be the number of the fragments, $p_{i}$ be the number of vertices in $i$-th fragment, $s_{i}$ be the number of wires that can be conducted outside from $G_{i}$, and $u_{i}$ be the total number of inputs and outputs of the Boolean circuit embedded into $G_{i}$ (i. e. the number of items in the tuple $\bar{v}$ corresponding to the vertices of $G_{i}$ ). It's clear that each Boolean function computable in $G_{i}$ must have no more than $p_{i}$ gates and no more than $s_{i}+u_{i}$ inputs and outputs in total. Hence the following inequality holds:

$$
A_{4} \leq \prod_{i=1}^{t} Z\left(p_{i}, s_{i}+u_{i}\right)
$$

By multiplying the bounds for $A_{i}$ we obtain

$$
N_{k}^{T}(n, m, L) \leq \frac{\theta^{L+1}}{\theta-1} \cdot L^{n+m} \cdot 3^{\frac{\delta L}{\log k}} \cdot \prod_{i=1}^{t} Z\left(p_{i}, s_{i}+u_{i}\right)
$$

Taking the logarithm and omitting the negative addend be obtain

$$
\begin{align*}
\log N_{k}^{T}(n, m, L) & \leq \underbrace{(L+1) \log \theta}_{O(L)}+(n+m) \log L+ \\
& +\underbrace{\frac{\delta L}{\log k} \log 3}_{o(L)}+\sum_{i=1}^{t} \log Z\left(p_{i}, s_{i}+u_{i}\right) \tag{8}
\end{align*}
$$

Let us bound the sum $\sum_{i=1}^{t} \log Z\left(p_{i}, s_{i}+u_{i}\right)$ in the right side of (8). We claim that we can apply lemma 4.

We obtain the following conditions for tuples $\bar{p}=\left\{p_{i}\right\}_{i=1}^{t}, \bar{s}=\left\{s_{i}\right\}_{i=1}^{t}$ by using (2): $\bar{p} \in K(r, L), \bar{s} \in K\left(q k r, \frac{\delta L}{\log k}\right)$. For tuple $\bar{u}=\left\{u_{i}\right\}_{i=1}^{t}$ it's obvious that $u_{i} \geq 0, \sum_{i=1}^{t} u_{i} \leq n+m$. Finally we have $q \geq 1, \delta \geq 0, \frac{1}{1-\lambda}>0, k \rightarrow \infty$ and $r=(k \log k)^{\frac{1}{1-\lambda}}$. Thus all conditions of lemma 4 are satisfied. Hence

$$
\begin{aligned}
\sum_{i=1}^{t} \log Z\left(p_{i}, s_{i}+u_{i}\right) & \leq \frac{L \log k}{1-\lambda}\left(1+O\left(\frac{\log \log k}{\log k}\right)\right)+ \\
& +(n+m) \log (n+m)+O(n+m)
\end{aligned}
$$

Combining the bounds for addends in the right side of (8), we obtain

$$
\begin{aligned}
\log N_{k}^{T}(n, m, L) & \leq \frac{L \log k}{1-\lambda}\left(1+O\left(\frac{\log \log k}{\log k}\right)\right)+ \\
& +(n+m)(\log L+\log (n+m))+O(n+m)
\end{aligned}
$$

In this paper we are interested in the case when $n+m$ is small compared to $L$. In this case we can simplify the inequality in lemma 7 .

Corollary 1. Under the conditions of lemma 7, if $k \rightarrow \infty$ and $n+m \leq$ $L / \log L$, then

$$
\log N_{k}^{T}(n, m, L) \leq \frac{L \log k}{1-\lambda}\left(1+O\left(\frac{\log \log k}{\log k}\right)\right)
$$

Lemma 8. Let $T \in \mathcal{G}(\lambda, q, \theta), k \rightarrow \infty, n \rightarrow \infty$. Then

$$
L\left(M_{k}^{T}, n\right) \geq \frac{2^{n}(1-\lambda)}{\log k}\left(1+O\left(\frac{\log \log k}{\log k}\right)\right)
$$

Proof. It follows from lemma 6 that for great enough values of $n$ and any $k$ the inequality below holds:

$$
\begin{equation*}
L\left(M_{k}^{T}, n\right) \geq \frac{1}{2} \cdot \frac{2^{n}}{n} \tag{9}
\end{equation*}
$$

Let $k \rightarrow \infty, n \rightarrow \infty$. We denote $L=L\left(M_{k}^{T}, n\right)$ for brevity. Using the term $N_{k}^{T}(n, m, L)$ defined in lemma 7 , we obtain the identity

$$
N_{k}^{T}(n, 1, L)=2^{2^{n}}
$$

It follows from (9) that $n=O(\log L)=o(L / \log L)$. By applying corollary 1 of lemma 7 we obtain

$$
2^{n} \leq \frac{L \log k}{1-\lambda}\left(1+O\left(\frac{\log \log k}{\log k}\right)\right)
$$

This implies the claim of the lemma.
Theorem 1. Let $0<\lambda<1, T \in \mathcal{G}(\lambda, q, \theta)$. Then

$$
L\left(M_{k}^{T}, n\right) \gtrsim \max \left(\frac{2^{n}}{n}, \frac{2^{n}(1-\lambda)}{\log k}\right) \quad \text { as } \quad k \rightarrow \infty, n \rightarrow \infty
$$

Proof. It follows from lemmas 6 and 8.
Hereby we obtained the lower bound for $\lambda$-separable supports, i.e. for supports with separability function like $p^{\lambda}$. Using theorem 1 one can obtain lower bound for supports with separability function like $\log p, \sqrt{p} \log \log p$, etc.

Corollary 2. Let $0 \leq \lambda_{0}<1, f(p)=O\left(p^{\lambda}\right)$ for all $\lambda>\lambda_{0}$. Let $T \in \mathcal{G}(q, \theta)$ be a $f(p)$-separable support. Then

$$
\begin{equation*}
L\left(M_{k}^{T}, n\right) \gtrsim \max \left(\frac{2^{n}}{n}, \frac{2^{n}\left(1-\lambda_{0}\right)}{\log k}\right) \quad \text { as } \quad k \rightarrow \infty, n \rightarrow \infty \tag{10}
\end{equation*}
$$

Proof. Let $\lambda>\lambda_{0}$. It's clear that $T$ is $p^{\lambda}$-separable. From theorem 1 we have $L\left(M_{k}^{T}, n\right) \gtrsim \max \left(\frac{2^{n}}{n}, \frac{2^{n}(1-\lambda)}{\log k}\right)$ as $k \rightarrow \infty, n \rightarrow \infty$.

Let us denote $g(\lambda, k, n)=\max \left(\frac{2^{n}}{n}, \frac{2^{n}(1-\lambda)}{\log k}\right)$. We have

$$
\liminf _{\substack{k \rightarrow \infty \\ n \rightarrow \infty}} \frac{L\left(M_{k}^{T}, n\right)}{g(\lambda, k, n)} \geq 1 \quad \text { as } \quad \lambda_{0}<\lambda<1
$$

It's easy to see that $\frac{g(\lambda, k, n)}{g\left(\lambda_{0}, k, n\right)} \geq \frac{1-\lambda}{1-\lambda_{0}}$, therefore

$$
A:=\liminf _{\substack{k \rightarrow \infty \\ n \rightarrow \infty}} \frac{L\left(M_{k}^{T}, n\right)}{g\left(\lambda_{0}, k, n\right)} \geq \liminf _{\substack{k \rightarrow \infty \\ n \rightarrow \infty}} \frac{1-\lambda}{1-\lambda_{0}} \cdot \frac{L\left(M_{k}^{T}, n\right)}{g(\lambda, k, n)} \geq \frac{1-\lambda}{1-\lambda_{0}}
$$

for all $\lambda_{0}<\lambda<1$.
Hence $A \geq \sup _{1>\lambda>\lambda_{0}} \frac{1-\lambda}{1-\lambda_{0}}=1$. The latter implies (10).

## 5. Lower bound for $d$-dimensional circuits

In this section we obtain the lower bound for $d$-dimensional circuits and the asymptotics for $d$-dimensional rectangular circuits. In substance the lower bound for $d$-dimensional circuits is a corollary for the lower bound for $\lambda$ separable supports, since we prove that all $d$-dimensional supports belong to classes $\mathcal{G}(\lambda, q, \theta)$.

### 5.1. Properties of $d$-dimensional graphs

Essentially we have to prove that $d$-dimensional graphs have three properties: bounded vertex degree, exponentially bounded number of non-isomorphic subgraphs, and $\lambda$-separability.

Lemma 9. Let $T$ be a d-dimensional support (accordingly let $\mathcal{G}$ be a class of $d$-dimensional graphs) with a parameter $c_{e}$. Then degree of any vertex in $T$ (accordingly in any graph from $\mathcal{G}$ ) is bounded by $\left(2 c_{e}+1\right)^{d}$.

Proof. When placing arbitrary $d$-dimensional graph into $d$-dimensional space the neighborhood of any vertex is placed into a ball of radii $c_{e}$. Since $d$ dimensional balls with radii 0.5 and centers in graph vertices do not intersect and lie inside a ball with radii $c_{e}+0.5$, the number of such balls cannot exceed the ratio of volumes of $d$-dimensional balls with radii $c_{e}+0.5$ and 0.5 respectively. This ratio is equal to $\left(2 c_{e}+1\right)^{d}$.

Lemma 10. Let $T$ be a d-dimensional graph. Then the number of non-labeled subgraphs of $T$ with $n$ vertices does not exceed $\theta^{n}$, where $\theta$ is a constant.

Proof. Immediately follows from the remark to lemma 2 in [15].
We apply the results of [21] to prove $\lambda$-separability of $d$-dimensional graphs.

Definition 4 ([21], definition 2.3). Let $\alpha \geq 1$ be given, and let $B=$ $\left\{B_{1}, B_{2}, \ldots, B_{p}\right\}$ be a set of closed $d$-dimensional balls with non-overlapping
interiors. The $\alpha$-overlap graph for $B$ is the undirected graph with vertices $V=\{1,2, \ldots, p\}$ and edges

$$
E=\left\{\{i, j\}: B_{i} \cap\left(\alpha \cdot B_{j}\right) \neq \varnothing \text { and }\left(\alpha \cdot B_{i}\right) \cap B_{j} \neq \varnothing\right\}
$$

where $\alpha \cdot B_{j}$ is a ball centered as $B_{j}$ and having $\alpha$ times greater radii.
The following lemma shows the connection between $d$-dimensional graphs and $\alpha$-overlap graphs.

Lemma 11. Let $\mathcal{G}$ be a class of d-dimensional graphs with a parameter $c_{e}$. Then each graph in $\mathcal{G}$ can be supplemented by some number of edges (possibly 0 ) resulting to a $2 c_{e}$-overlap graph in a d-dimensional space.

Proof. Let $G \in \mathcal{G}$. Consider the placement of $G$ into a $d$-dimensional space, and let $G^{\prime}$ be the $2 c_{e}$-overlap graph for the balls of radii 0.5 and centers in the vertices of $G$. Since the distance between centers of any two balls is not less than 1 , interiors of the balls do not intersect.

If there is an edge between two vertices in $G$, the distance between the centers of the corresponding balls does not exceed $c_{e}$. Therefore balls with the same centers and radii 0.5 and $0.5 \cdot 2 c_{e}=c_{e}$ respectively would intersect. Hence all edges of $G$ are also edges of $G^{\prime}$.

Lemma 12 ([21], theorem 2.4). Let $d \geq 1, \alpha \geq 1$ be constants. Then there exists a function

$$
f(p)=O\left(\alpha \cdot p^{\frac{d-1}{d}}+c(\alpha, d)\right)
$$

such that each $\alpha$-overlap graph in a d-dimensional space is vertex $f(p)$ separable. The separator splits its parent graph into pieces with no more than $\frac{d+1}{d+2}$ of the initial number of vertices.

Essentially lemma 12 claims $\frac{d-1}{d}$-separability of all $\alpha$-overlap graphs in a $d$-dimensional space.

Remark 5. In the source [21] lemma 12 was stated in a slightly different way. Considering any $\alpha$-overlap graph in $d$-dimensional space, it was claimed that the graph has a separator of size bounded by $O\left(\alpha \cdot p^{\frac{d-1}{d}}+c(\alpha, d)\right)$. Since the separability function is common for all graphs in a monotone class, we modified the statement of the lemma in this paper to emphasize the independence of the separability function from individual graphs.

Corollary 3. Let $\mathcal{G}$ be a class of d-dimensional graphs. Then $\mathcal{G}$ is $p^{\frac{d-1}{d}}$ separable.

Proof. Immediately follows from lemmas 11 and 12.

### 5.2. Shannon function bounds

$d$-dimensional circuits. We apply the properties of $d$-dimensional graphs proved in the previous section and obtain the lower bound for $d$-dimensional circuits.

Theorem 2. Let $T$ be a d-dimensional support. Then

$$
L\left(M_{k}^{T}, n\right) \gtrsim \frac{2^{n}}{\min (n, d \log k)} \quad \text { as } \quad k \rightarrow \infty, n \rightarrow \infty
$$

Proof. Immediately follows from theorem 1, lemmas 9, 10 and corollary 3.

Multidimensional rectangular circuits. Multidimensional rectangular circuits are a special case of $d$-dimensional circuits, thus the lower bound from theorem 2 is also applicable for these circuits.

An upper bound of Shannon function for multidimensional rectangular circuits was proved in [26].

Lemma 13 ([26], theorem 1).

$$
L\left(M_{k}^{d}, n\right) \lesssim \frac{2^{n}}{\min (n, d \log k)} \quad \text { as } \quad k \rightarrow \infty, n \rightarrow \infty
$$

Applying theorem 2 and lemma 13 we obtain the asymptotics of Shannon function for multidimensional rectangular circuits.

## Corollary 4.

$$
L\left(M_{k}^{d}, n\right) \sim \frac{2^{n}}{\min (n, d \log k)} \quad \text { as } \quad k \rightarrow \infty, n \rightarrow \infty
$$

## 6. Conclusion

In this paper we proved the lower bound for Shannon function $L\left(M_{k}^{T}, n\right) \gtrsim$ $\max \left(\frac{2^{n}}{n}, \frac{2^{n}(1-\lambda)}{\log k}\right)$ for any support $T$ from a class $\mathcal{G}(\lambda, q, \theta)$. An important special case of such supports are $d$-dimensional graphs for which thereby we proved the lower bound $L\left(M_{k}^{T}, n\right) \gtrsim \frac{2^{n}}{\min (n, d \log k)}$.

A natural direction of developing the obtained results is examining classes of graphs with a separability function different from $p^{\lambda}$. For example, graphs supporting a placement in a hyperbolic space are of interest. It was proved in [14] that such graphs have logarithmic separability function. Corollary 2 of theorem 1 allows to obtain a lower bound for Shannon function for such graphs. However the question about upper bounds remains open.
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# The two-dimensional closest neighbor search problem solution using the cellular automata with locators ${ }^{1}$ 


#### Abstract

D. I. Vasilev ${ }^{2}$

This article describes a cellular automaton with locators that solves the problem of finding the nearest neighbour. The problem is to find from a finite set of points the one closest to a predetermined "central"point. In contrast to the classical model of a cellular automaton, in the model under consideration, instantaneous transmission of signals through the ether at an arbitrary distance is allowed. It is shown that this possibility makes it possible to solve the problem in constant time, which is strikingly different from the onedimensional case, where a logarithmic lower complexity estimate by the minimal distance is obtained.


Keywords: cellular automata, homogeneous structures, the closest neighbour search problem.

A cellular automaton with locators is a 8 -tuple

$$
\sigma=\left(\mathbb{Z}^{k}, E_{n}, V, E_{q},+, L, \varphi, \psi\right)
$$

where $\mathbb{Z}^{k}$ is the set of $k$-dimensional vectors with integer coordinates, $E_{n}=\{0,1, \ldots, n-1\}, V=\left(\alpha_{1}, \ldots, \alpha_{h-1}\right)$ is an ordered set of pairwise different nonzero vectors from $\mathbb{Z}^{k}, E_{q}=\{0,1, \ldots, q-1\},+$ is a commutative semigroup operation defined on $E_{q}, L=\left(\nu_{1}, \ldots, \nu_{m}\right)$ is an ordered set of pairwise different solid angles in $\mathbb{R}^{k}$ with a vertex at the origin, $\varphi: E_{n}^{h} \times E_{q}^{m} \rightarrow$ $E_{n}$ is a function depending on the variables $x_{0}, x_{1}, \ldots, x_{h-1}, z_{1}, \ldots, z_{m}$ such that $\varphi(0, \ldots, 0)=0, \psi: E_{n}^{h} \times E_{q}^{m} \rightarrow E_{q}$ is a function that depends on the variables $x_{0}, x_{1}, \ldots, x_{h-1}, z_{1}, \ldots, z_{m}$. Here the variables $x_{0}, x_{1}, \ldots, x_{h-1}$ take values from $E_{n}$ and the variables $z_{1}, \ldots, z_{m}$ take values from $E_{q}$. Elements of the set $\mathbb{Z}^{k}$ are called cells of the cellular automaton $\sigma$; elements of the set $E_{n}$ are called cell states of the cellular automaton $\sigma$; the set $V$ is called the neighborhood pattern of the cellular automaton $\sigma$; elements of the set $E_{q}$ are called broadcasting signals; the set $L$ is called the locator pattern of the cellular automaton $\sigma$; the function $\varphi$ is called the local transition function of the automaton $\sigma$; the function $\psi$ is called the broadcasting function of

[^9]the automaton $\sigma$. The state 0 is interpreted as rest state and the condition $\varphi(0, \ldots, 0)=0$ is interpreted as a condition for maintaining the rest state.

This definition was introduced by Gasanov E.E. [1] and improved by Kalachev G.V. [2].

Let's formulate the closest neighbour search problem on the line. Let the $I$ be the initial state of a cellular automaton on $\mathbb{Z}^{1}$ which satisfies the following conditions: a) Any cell is on one of $\left\{q_{S} ; q_{C_{0}}, *\right\}$ states; b) There is only one $q_{C_{0}}$ cell; c) There is a finite and non-empty set of $q_{S}$ cells.

We will define that a cellular automaton state $I^{\prime}$ is solution for the problem $I$ if $I^{\prime}$ satisfies the following conditions: a) The $q_{C_{0}}$ cell from $I$ is in $q_{C F}$ state in $I^{\prime} ;$ b) The cell which is the closest to the $q_{C_{0}}$ cell in $I$ is in the $q_{S E}$ state. If there are several closest cells then an arbitrary one must be chosen; c) The rest cells are in $*$ state.

We define that cellular automaton $\sigma$ solves the closest neighbour search problem if it satisfies the following conditions: a) If the initial state $I$ of the cellular automaton is a closest neighbour search problem then the automaton must end up in $I^{\prime}$ state which is solution for $\left.I ; \mathrm{b}\right)$ If the automaton takes state $S$ which is solution for some closest neighbour search problem this state must be kept for all the next tacts.

Let's call the general position of the closest neighbour search problem a problem in which there is at least one cell in the state $q_{S}$ on both sides of the cell in the state $q_{C_{0}}$.

In the article [3], the theorem was proved for the one-dimensional case:
Theorem 1. There is a cellular automaton $\sigma$ with 25 states and with the power of the broadcasting alphabet 12, which solves the problem of finding the closest neighbour in a time not exceeding $\log _{2} s+7$, where $s$ is the distance from the central cell with the initial state $q_{C_{0}}$ to its nearest neighbour with the initial state $q_{S}$.

An article with a similar lower complexity estimate was sent to the editorial office of the Vestnik of the MSU journal:

Theorem 2. For any cellular automaton with locators $\sigma$ with the power of the broadcasting alphabet $M$ and any general position of the nearest neighbour search problem $I, T_{I}^{\sigma}>\log _{M}\left(\frac{s}{5}\right)$ is performed, where $s$ is the distance from the cell in the state $q_{C_{0}}$ to the nearest cell in the state $q_{S}$ in the problem $I$, and $T_{I}^{\sigma}$ is the number of the clock cycles for which the automaton $\sigma$ solves the problem $I$.

Thus, for the one-dimensional case of the nearest neighbour search problem, the order of complexity of the problem is obtained.

It turned out that for the dimension $n \geq 2$, similar estimates are incorrect, since for such problems it was possible to build an automaton with locators
that solves them in constant time. Here is an example of such an automaton for the case of $n=2$ :

Theorem 3. There is a cellular automaton $\sigma$ with 15 states and with the power of the broadcasting alphabet 40, which solves the two-dimensional problem of finding the nearest neighbour in a time not exceeding 13.

Consider a cellular automaton with locators $\sigma$ with a set of locators consisting of locators from Fig. 1 and one expanded locator that reads the sum of the signals of all cells of the cellular space. Let's define the broadcasting alphabet as a subset $\{0 ; 1\}^{20}$ and a semigroup operation of a component-by-component maximum on it. For convenience, we will denote the cell signals by one or more numbers - the numbers of non-zero positions in the ether signal. So the signal $(0,1,0,1,0, \ldots, 0,0,0)$ we will record as a pair of signals 2 and 4 .


Fig. 1. Locators layout and names
Let's define a coordinate system on the cellular space with the center in the central cell. The central cell in the constructed automaton constantly sends a 1 signal to the ether. Cells that receive such a signal from the $R 3$ locator will realize that they are on the upper coordinate semi-axis. Similarly, each cell can identify its location on the other three coordinate semi-axes. The cells located on the semi-axes constantly send a signal to the ether with the number of their semi-axis (upper -2 , right -3 , lower -4 and left 5). By these signals, each cell can recognize in which coordinate quarter it is located. For example, having received the signal 2 from the locator $R 4$ and the signal 3 from the locator $R 3$, it is possible to uniquely determine that the cell in question is in the first coordinate quarter. The idea of functioning of the constructed automaton is to project along the Manhattan circle all the points from the problem on one semi-axis, find the projection closest to the center, and then restore its prototype. For example, a point from the first quarter can send a special signal that is read only by the right semi-axis. A point from the right semi-axis, having received such a signal from the locator
$D 4$, will understand that it is a projection of one of the points of the problem (Fig. 2 on the left). By repeating this iteration 4 times, you can project all the points onto the upper semi-axis (Fig. 2 on the right).



Fig. 2. On the left is an example of projecting a single point onto a semiaxis. On the right, the progress of projecting the problem onto the upper semi-axis.

To find the nearest neighbour on the upper semi-axis, it is enough for each candidate to broadcast a special signal, and after receiving such a signal from the $R 3$ locator, he will withdraw (i.e., switch to the default state). After the nearest projection is found, it is enough to restore its prototype by the reverse course of the described algorithm.
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# Implementation of key-value databases by cellular automata with locators ${ }^{1}$ 

E. E. Gasanov ${ }^{2}$, A. A. Propazhin ${ }^{3}$<br>In this paper, it is shown that key-value databases can be implemented by cellular automata with locators in such a way that the execution time of basic operations, such as search, insert, delete, will not depend on the size of the database and will be equal to the total length of the key and value.

Keywords: Cellular automata with locators, key-value databases.
The key-value database is a popular data storage paradigm now, also called a dictionary. Such a database can be represented as a set of pairs of strings $(k, v)$, where the first string $k$ is called the key and serves as the identifier of the pair, and the second string $v$ is called the value. String is a sequence of characters of some alphabet $A$, ending with a special character 0 , called the string ending character, and the character 0 does not belong to the alphabet $A$.

The key-value database supports the following operations:

1) inserting a pair $(k, v)$ - an entry with the key $k$ and the value $v$ appears in the database; if an entry with the key $k$ already existed in the database, then the value is replaced with $v$;
2) deleting an entry with a key $k$ - an entry $(k, v)$ is deleted from the database; if there is no entry with the key $k$ in the database, then the database does not change;
3) searching for an element by key $k$ - there is an entry $(k, v)$ in the database, and the value $v$ is returned as an answer; if there is no entry with the key $k$ in the database, then the answer is an empty set.

The concept of a cellular automaton with locators was introduced by E. E. Gasanov in [1] and refined by G. V. Kalachev in [2]. The exact definition can be found in the above-mentioned works, but here we give an informal definition of a one-dimensional cellular automaton with one complete locator, which will be used in this work.

A one-dimensional cellular automaton is a set of identical elementary automata located at integer nodes of the real line, and called cells. The

[^10]behavior of a cellular automaton is specified by the transition function, namely, the state of the cell at the next moment is uniquely determined by its own state at the current moment and the states of its neighbors. In what follows, we will assume that each cell has exactly two neighbors: the closest to the left and the closest to the right. One of the states of a cell is called an quiescent state, and if the cell and its neighbors are in an quiescent state, then the next moment the cell will remain in an quiescent state. In a cellular automaton with one complete locator, in addition to the alphabet of states, there is a broadcasting alphabet with a commutative semigroup operation specified on it. In this paper, the maximum operation will be used as such an operation. In a cellular automaton with one complete locator, each cell sends a certain signal from the broadcasting alphabet, determined by the broadcasting function, to the air every moment. The value of the cell broadcasting function is determined by the cell's own state, the states of its neighbors and the total broadcasting signal. The total broadcasting signal is formed by summing up the broadcasting signals of all cells with the exception of the signal of this cell using a semigroup operation. In a cellular automaton with one complete locator, the value of the cell transition function is also determined by the cell's own state, the states of its neighbors and the total broadcasting signal.

Let's introduce another entity - the database user. We will assume that the database user has the ability to send signals from the broadcasting alphabet to the air, i.e. his broadcasting signal is summarized with broadcasting signals of all automata. And database user can receive total broadcasting signal from the air. We will assume that a cellular automaton with locators, together with the user, implements a key-value database if the broadcasting alphabet is a set consisting of pairs of the form ("command", $A \cup\{0\})$, where "command" takes one of the values: "search", "insert", "delete", "answer", "no answer", "no command" (here "no command" is the minimum element), and the behavior of the cellular automaton is set as follows.

1) The user broadcasts the "search" command and the first character of the key $k$. Then the user sequentially broadcasts the "no command" command and all the other characters of the key, including the character 0 . If there is no entry with the key $k$, in the database, then on the next clock cycle after the 0 character is given, the cellular automaton broadcasts the command "no answer". If there is an entry $(k, v)$ in the database, then on the next clock cycle after the character 0 is submitted, the cellular automaton broadcasts a pair ("answer", $a$ ), where $a \in A$ is the first element of the value $v$, and in subsequent cycles the cellular automaton sequentially broadcasts all other symbols of the value $v$, including the character 0 .
2) The user broadcasts the "insert" command and the first character of the key $k$. Then the user sequentially broadcasts the "no command" command
and all the other characters of the key, including the character 0. After that the user sequentially broadcasts the "no command" command and all characters of the value $v$, including the character 0 . As a result, a pair $(k, v)$ appears in the database implemented by the cellular automaton, i.e. if the "search" command and the key $k$ are subsequently submitted to the cellular automaton, then the cellular automaton will return the value of $v$ in response.
3) The user submits the "delete" command and the first character of the key $k$. Then the user sequentially broadcasts the "no command" command and all the other characters of the key, including the character 0 . As a result, the entry with the key $k$ disappears from the database implemented by the cellular automaton, i.e., during the subsequent search for the key $k$, the cellular automaton returns "no answer".

Theorem 1. There is a cellular automaton with locators and a user which implements a key-value database, and for which the execution time of the search, insert, delete operations will not exceed the total length of the key and value.

Here is the idea of proving this theorem.
We will use a one-dimensional cellular automaton with one complete locator, and elementary automata lying in the negative region of the numerical line will not be used. The alphabet of broadcasting has already been described above. The alphabet of states consists of triples of the form ("command", "cell type", $A \cup\{0, *\}$ ), where "command" takes one of the values: "search", "insert", "delete", "answer"; "cell type" takes one of the values: "commander", "current cell type key", "current cell type value", "unprocessed cell", "receiver for recording"; * is a special character. If an elementary automaton will be marked with the symbol "receiver for recording" then starting from this automaton the next record will be written to the database. At the initial moment, the automaton with the number 0 will be marked with symbol "receiver for recording". Database records will be pairs of key-value strings, and the first character of each record will be marked with the state "commander".

Let's describe the functioning of this automaton. When the insertion begins, all commanders receive a signal from the air in the form ("insert", $k_{1}$ ), where $k_{1}$ is the first character of the key. If $k_{1}$ matches the value stored in the state of the commander cell, then in the state of the cell next to the right, the command changes to "insert" and the cell type to "current cell type key". On the next clock cycle, the cell next to the right of the commander, also receiving a signal from the air, checks for a match with the stored symbol. After that the current cell changes its type to "unprocessed cell". When a match occurs, in the state of the cell next to the right of current cell, the command changes to "insert" and the cell type to "current
cell type key" and a similar process occurs to the previous one. The process occurs sequentially up to and including the 0 symbol. The key verification process starts simultaneously with all commanders. If at some point there is a mismatch, then the type of the next cell changes to "unprocessed cell". If we have reached the 0 symbol, it means that we have found a record with the desired key, and this record should be excluded from the database. Exclusions from the database are achieved by the fact that 0 in the state of the current cell changes to the $\operatorname{symbol} *$. As a result, there will be no match in subsequent searches.

Simultaneously with the search for the key, starting from the cell marked with the state "receiver for recording" the key-value pair is sequentially recorded into the database. When the insert command arrives, the cell in the "receiver for recording" state becomes the commander and stores the first character of the key $k_{1}$ in its state. At the same time, the cell to the right of this cell changes the command to "insert" and the cell type to "receiver for recording". Further, the cells that have the "insert" command and the "receiver for recording" cell type retain the key symbols and values coming from the air in their state. In this case, the state ("insert", "receiver for recording") moves to the next cell on the right. The exception is when the 0 character arrives for the value. At this moment, the next cell on the right switches to the state ("search", "receiver for recording").

Deletion is similar to insertion. Only during deletion does the process of writing to the end of the database not begin.

During the search, the key is read in the same way as when inserting. But after reaching the 0 symbol, the replacement of the symbol 0 with $*$ does not occur. The cell next to the right of the cell with the 0 symbol changes the command to "search" and the cell type to "current cell type value". Cells in this state send a signal to the air ("answer", $a$ ), where $a \in A$ is the stored value. The current cell changes its type to "unprocessed cell" after sending the signal. Signals with value symbols are sequentially sent to the air up to and including the signal with the symbol 0 .
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